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The recursive perturbation method given previously by the author is generalized and applied to the 
calculation of the energy levels of nuclear shell models. Specifically, we consider a numerically 
exactly soluble model of interacting fermions with S U (3) symmetry studied by Li, Klein, and 
Dreizler. The method can be obviously extended to the study of more general models with S U (n) 
symmetry. 

1. INTRODUCTION 

A new perturbation method for quantum mechanical 
problems was given recently by the authorl by which the 
successive terms of a perturbation series for the ener­
gies of the system considered are obtained by a set of 
algebraic recurrence relations rather than by iterations 
or diagrammatic methods as was done traditionally. The 
recursive perturbation method, as we shall call it, is 
not only a powerful method for numerical calculation, 
but it also provides a new line of analytical approach to 
the study of quantum systems by means of difference 
equations. Two types of Hamiltonian were given as ex­
amples in Ref. 1: One consists of the boson operators 
an example of which is the Hamiltonian of an anharmonic 
OSCillator, and the other consists of the spin operators 
an example of which is the Hamiltonian of a two-level 
nuclear shell model studied by Lipkin, Meshkov, and 
Glick. 2 The extension of the application of the recursive 
perturbation method to the calculation of the energy lev­
els of any quantum system the Hamiltonian of which con­
sists of elements of the SU(n) algebras is straight­
forward, 3 but it was not explicitly presented. In this 
paper, we consider a specific three-level nuclear model 
of N interacting fermions with SU(3) symmetry studied 
by Li, Klein, and Dreizler, 4 and we give an expression 
for the energies of the "ground-state band" up to the 
fourth order terms in the coupling parameters. A re­
currence relation is also given by which the higher order 
terms can be quite readily obtained if needed. The ener­
gy series is useful in understanding the variation of the 
various levels as N, the number of fermions, increases. 
It is, of course, particularly useful when the coupling 
parameters are small and when the number of fermions 
N is very large which makes the direct numerical diago­
nalization of the Hamiltonian impOSSible. Previous 
studies of the SU(3) model were done with the boson ex­
pansionS and transition-operator boson methods. 6,7 The 
recursive perturbation method bears some resemblance 
at first sight to these methods but is in fact quite differ­
ent in details. The extension of the method to the study 
of more general models with SU(n) symmetry is 
straightforward. 

2. THE SU(n) MODEL 

The general relation of the symmetric representations 
of the U(n) group and some numerically exactly solvable 
nuclear shell models was discussed by Okubo. B Suppose 
we have n single-particle levels (or shells) with ener­
gies €I' (J.L = 1, 2, ... ,n) each of which is N-fold degener-
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ate. Let apl' and a!1' (p=1,2, ••• ,N, J.L==1,2, ••• ,n)be 
the annihilation and creation operators of a nucleon in 
a state given by quantum numbers p and J.L. The Hamil­
tonian of the nucleus will be written as 

(2.1) 

where A is a coupling parameter which depends on all 
quantum numbers r, s, p, q, a , /3, J.L, and II. The form 
(201) is too complicated to solve and in the usual ap­
proximation one selects only the terms with r == s and 
p==q, namely we consider a Hamiltonian of the form 

" N n N 

H =6 6 El'a~l'apl' + .0 6 A~8"'a!8a~",a:"apl" 
JL=l P=1 J', II, O!, 8=1 P, .5=1 

If we set 
N 

G~ ==6a:vapl" 
p.l 

then, using the commutation relations 

{apI" a:J= 6pq6l'v' 

{apI" aqV}={a!I" a:J=O, 

the Hamiltonian (2. 2) can be written as 

H=tE GI' + t AI''''G"'GI' I' I' v8 8 v' 
t£=l #J.,v,CIi!,8:1 

where G: satisfy the commutation relation 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

[GI' G"']=6I'G"'-6"'GI' (2.6) v, 8 8 v v 8 

and are generators of the U(n) algebra which becomes 
the SU(n) algebra if the particle number N is conserved. 
The ground-state band corresponds to the most sym­
metric representation of the SU(n) group with signature 
(N, 0, 0, ... ,0). The case n == 2 is the model of Lipkin, 
Meshkov, and Glick2 while the case n == 3 is the model 
studied by Li, Klein, and Dreizler. 4 

3. THE RECURSIVE PERTURBATION METHOD 

The recursive perturbation method formulated by the 
authorl consists essentially of three steps: 

(1) Use the Bargmann analytic function representation.9 

(2) At each stage (order) of the perturbation calcula­
tion, the eigenfunction is taken to be a power series con­
sisting of a finite number of terms, thus only a finite 
number of unknown coefficients to be determined (the 
number being dependent on the order of the perturbation 
term being calculated and on the form of the perturbing 
Hamiltonian) • 
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(3) The unknown coefficients are determined recur­
sively in terms of the known coefficients of the previous 
orders by comparing coefficients of the like powers of 
the expansion variables. 

The Bargmann representation of the boson and spin 
operators are given by the following: 

at _ Z, (3.1a) 

a 
(3.1b) a- -az ' 

a 
8"- zl-a-' (3.1c) 

Z2 
a 

(3.1d) 8"- za-a-' Zl 
and 

S8_ t~lo~l -Zao!a} (3.1e) 

where the z's (except the superscript appearing in S~ 
which denotes the Z component) are arbitrary complex 
variables. The representation (3.1a) and (3.1b) was 
in fact used many years ago by Fock1o and the represen­
tation (3.1c), (3.1d), and (3. Ie) was obtained from the 
Schwinger representationll of angular momentum 

S+- aifl:!, 

S- - ~au 

S"- t(aia1 - ~fl:!) (3.2) 

by replacing the boson operators in (3,2) by Z and ojoz 
according to Eq. (3.1a) and (3.1b). One of the advantages 
of the Bargmann analytic function representation is the 
simplicity of the form of the eigenfunctions. 3 Moreover, 
it provides a unified and systematic way of treating the 
boson operators and generators of SU(n) algebras. 

For a Hamiltonian consisting of the boson operators, 
the energy equation in the Bargmann representation is 

where 
., 

f(z) =:0 cpzl>, 
Ps° 

(3,3) 

(3.4) 

and for a Hamiltonian conSisting of the spin operators, 
the energy equation in the Bargmann representation is 

H (t (Z10!1 - Z20!a) ' Zlo!a' Z20!Jf (ZH Z2) = Ef(zH za), 

(3.5) 

where 
2S 

f(zH Z2) =:0 cpz~s-pzr, (3.6) 
p=o 

and [S(S + 1) ]1/2 is the total spin. More generally, for a 
Hamiltonian consisting of generators of an SU(n) algebra, 
the generators G:, J.J.,v=1,2" •• ,n, maybe represent­
edby 

"' _ _ 0_ G.-z." , J.J.,v=1,2, .•• ,n 
uZ", 

(3.7) 

with the eigenfunction of the Hamiltonian in the most 
symmetric representation being represented by 
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N 

f(zH ••• , z") = L; 
il,.$., i nsO 

C zh"' Z i" il, •.. ,in 1 n • 

1616 

(3,8) 

Suppose now the Hamiltonian H can be written as the 
sum of Ho, the unperturbed part and L:~'!t. xpHiPl, the per­
turbing part, where 1T" is equal to 2(~) in general and is 
equal to (~) if all the X's are real, then we write, for 
the eigenvalue of H, 

EIKI(XH ••• , Xr) = t A~l •••• Pr Xfl .•• X!~'" (3.9) 
/>t.,,,ud'rn'lll:O n 

and for the eigenfunction of H, 

FKI(XlJ •• " Xv ; Zu ••• ,z") = t B1:1 p 
n l'lt .... tPl"n=o , ••• , I'n 

(3.10) 

where {K} denotes a set of quantum numbers desigDating 
a particular unperturbed energy level considered. The 
crucial step of the recursive perturbation method (a step 
which also makes the recursive perturbation method dis­
tinctive from the other perturbation methods) is to let 
B!~l .... Pn (zu ••. , z") be a finite linear combination of 
powers of ZH ••• ,zn' If the highest powers of Zf and aj 
aZ f in Hl are P! and Qf respectively, it follows from Ref. 
1 that by letting 

(3.11) 

where the prime in the summation denotes the exclusion 
of the term A = ... = jn-l = 0 and where P = PI + Pa + ..• + Prn' 

j" = - V1 + ... + jn-I) , substitutions of (3. 11) and (3. 9) into 
the eigenvalue equation for H and comparisons of coeffi­
cients of like powers of :>t's and z' s will lead us to a set 
of recurrence relations by which the coefficients A's in 
(3.9) can be determined recursively in a consistent and 
systematic manner. One sees from (3,11) that as the 
order of the perturbation term P increases, the number 
of unknowns, b's, to be determined also increases. But 
the b's are going to be given in terms of the b's of the 
previous orders, 1. e., the b' s are determined recur­
sivelyand, moreover, the b's of the same order are 
usually determinable individually (i.e" without having 
to solve a set of simultaneous equations, say, involving 
several or increasing number of the b's of the same 
order). It is also interesting to note that bp1 ..... P"lh ..... J

n 
becomes zero if one or more of the j's has absolute val­
ue greater than N [the easiest way to see this is to con­
struct a simple example and then deduce the general 
case by deduction; see Ref. 1 and the recurrence rela­
tion for the SU(3) model in the following section], and 
thus the powers of the expansion parameters z's are 
automatically restricted to the range - N"" j! "" N, 
i=1,2, ••• ,n. 

4. THE SU(3) MODEL 

In this section, we apply the recursive perturbation 
method to the study of a specific SU(3) model considered 
by Li, Klein, and Dreizler. 4 The model assumes three 
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N-fold degenerate single-particle shells with energies 
Eu E2 , and Eg and the Hamiltonian of the model is assum­
ed to be 

g 

H =6 €fJ,GfJ,fJ, + ~l(G~g + G~2) + ~2(Gig + G~l) + ~g(Gi2 + G~l)' 
fJ,=1 (4.1) 

where the two-body interactions ~u ~2' and ~g existing 
between shells are assumed to be real, and the opera­
tors G' s are given by 

N 

GVfJ, =6 a;VapfJ, (4.2) 
p=l 

at, a being the fermion creation and annihilation opera­
tors. In the Bargmann analytic function representation, 
the Hamiltonian is written as 

I a
2 

a
2 

) (a
2 

a
2 

) + ~2 ,u2 aw2 + W2""iii7 + ~g u2

W + V2""iii7 • (4.3) 

Consider an energy level in the ground state band cha­
racterized by the quantum numbers a, b, and e 
(=N - a - b), i. e., this level has an energy aEl + bE2 + CEg 
in the absence of any interations between shells. The 
eigenfunction corresponding to this energy level is 
uf'vbwc • When the interactions are present, let the same 
energy level now become 

E"bC(~U ~2' ~g) = t 
PVP2'PszO 

(4.4) 

where Agbg 0= aEl + bE2 + eEg, and let the corresponding 
eigenfunc'u'on now become 

.rbe(~u ~2' ~g; U, v, w) = t ~:~P2,pg(u, v, W}~fl~~~~g 
Pl,P2,P3"'O 

= 
=Bg~g,o(u, v, w} 6 ~~~P2'Pg(U, v, W}~f1~g2~~S, (4.5) 

Pl' P2,PSzO 

where Bgbg o(u, v, w} =uavbwe, ,Bgbg o(u, v, w} = 1 and, for 
P~ 1, " , , 

(4.6) 

where P = PI + P2 + Ps, k = - i - j and the prime in the sum­
mation denotes the exclusion of the term i = j = O. The 
coefficients A's and b's are the coefficients to be deter­
mined and the crucial part of the recursive perturbation 
method for this problem is expressed by Eq. (4.6). With 

2 0
2 

Babe (U W) 
U 3V2" Pl,P2'PS ,V, 

~ a (2
) =UaVbWe ,b(b _1}u2v-2 + 2bu2v-l a; +U2atl 

x ~~~ P2,ps(U, v, w} (4.7) 

and similar expressions for v2(a2/au2)B~~~P2'ps(u, v, w}, 
u2(a 2/aw2)Babe (u v w), etc., we get, by substitutions 

Pl,P2,PS ' , . 
into the energy equation and comparisons of the coeffI-
cients of ~fl~g2~~S, 

6 ~f1~g2~gS [felu a~ +€:iV aOv +EsW o~) 
Pl,P2,Pa \ 

J. Math. Phys., Vol. 15, No. 10, October 1974 

1617 

X ~be (u V w) + (e(e _1}v2w-2 + 2ev2w-l -
a
O 

Pl'P2.PS ' , W 

+ V2~ + b(b _1}v-2w2 + 2bv-l w2,ft- + w2~aa2) ow vV V 

X ~b: (u, v, w) + (c(e _1)u2w-2 + 2eu2w-l -
a
O 

Pl l,P2,PS W 

+ U2~ + a(a _1)u-2v2 + 2au-l v2_
a
a + v2-6-) 

ill! U uU 

xf3'J.pbep P _l(U,V,W~ 
lr 2, 3 ~ 

where the star in the summation denotes the exclusion 
of the term ql = Pu q2 = P2 , and qs = Pg simultaneously. 
Comparing the coefficients of like powers of u, v, and 
won both sides, we obtain the following recurrence re­
lation by which the A's can be obtained readily by re­
cursion (omitting the superscripts a, b, and e for 
convenience) : 

(iEl + jE2 + kEs)b Pl'P2,Pg; i, j, k 

+ (a + i + l)(a + i + 2) 

X (bpI' P2 -I, Ps; i+2, J, k-2 + bpI' P2' ps-l; i+2, j-2,k) 

+ (b +j+1)(b + j +2) 

X (bpl-l ,P2,Ps; i, J+2, k-2 + bPI ,P2,PS-l; i-2, j+2,k) 

+ (e + k + l)(e + k + 2) 

(4.8) 

with bo,o,o; i, j,k = liOi liO/)Ok and bOl'02' os; i,i, k = 0 if I ii, Ij I, 
or I kl is greater than 2(ql + q2 + qs) or if one or more of 
the q's is negative [see Eq. (4.6}). Using (4.8), we 
readily find: 

p=2, 

1 
Aabe = {(b + l)(b + 2)c(e -1) 

2,0,0 2(Es - E2) 

- (e + l)(e + 2}b(b -1)}, 

Agbg ° is obtained from A~~g,o by changing El - E2, €2- Es, 
Es"':' 'El and a- b, b- c, and e- a, and Ag~g,2 is obtained 
from Ag~~,o by the same permutation, 

Aabe - Aabe - Aabe = 0 
1,1,0- 1,0,1- 0,1,1 • 

p=3, 

A~~i,l = (a + l)(a + 2)(b + l)(b + 2)(e -1)c/ 
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2«s - (1)«s - (2) + (a + 1)(a + 2)(b -1)b(e + 1)(e + 2)/ 

2(E2 - (1)«2 - <s) + (a -1)a(b + 1)(b + 2)(e + 1)(e + 2)/ 

2(E1 - (2)«1 - <s) + (a - 1)a(b -1)b(e + 1)(e + 2)/ 

2«s - <l)(Es - (2) + (a - 1)a(b + 1)(b + 2)(e -1)e/ 

2(E2 - (1)«2 - (3) + (a + 1)(a + 2)(b -1)b(e -1)c/ 

2(E1 -(2)(E1 - (3), 

A~~g,o =Ag~~,o =' .• = 0, 

A~~f.o =A1~~,o =' .. = 0. 

p=4, 
Aabc _Aabc _Aabc - ••• -0 

3,1,0- 1,3,0- 1,0,3- -, 

Aabc = (b + 1)(b + 2)c(e -1) [.!(b + 3)(b + 4)(c _ 2)(e _ 3) 
4,0,0 8(Es -(2)S 2 

- (b + l)(b + 2)(e -1)e + (b -1)b(e + 1)(e + 2)] 

_ (e + 1~~e +_2)~~b -1)[ ~(e + 3)(e + 4)(b _ 2)(b _ 3) 
Es E2 

- (e + 1)(e + 2)(b -1)b + (e -1)c(b + 1)(b + 2)]; 

Agb~ ° and Agbg 4 are obtained from A~bg ° by permuting Eu 
E2: £3' and a; b, c; , , 

Aabc _ (a + 1)(a + 2)e(c -1)(b - 1)b(e -1)c 
2,2, ° - 8(Es -(1) (E2 - (1)«s - (1) 

(b -1)b(c + 1)(e + 2) (b + 1)(b + 2)e(e -1) 
(E2 - (1)(E3 - (2) - (Es - (2)(Es - (1) 

+ (e + 1)(e + 2)b(b -1») + (b + l)(b + 2)c(c -1) 
(E3 - (2)(Es - (1) 8(Es - (2) 

( 
(a -l)a(c -1)c (a -l)a(c + l)(e + 2) 

- (E2 - (1)(Es - (2) + (E2 - (l)(Es - (1) 

(a + 1)(a + 2)c(e - 1) (e + 1)(e + 2)a(a -1») 
- «s - (1)(E3 - (2) + (Es - (1)(Es - (2) 

(c + l)(e + 2)(b -l)b (a + 1)(a + 2)(e -l)e 
- 8(Es - (2) (E2 - (1)(Es - (1) 

(a + l)(a + 2)(e + l)(e + 2) + (a + l)(a + 2)c(e -1) 
- (E2 - (1)(Fs - (2) «s - (1)(Es - (2) 

(e + l)(e + 2)a(a -1») (e + l)(e + 2)a(a -1) 
- (Es - (1)(E3 - (2) - 8(Es - (1) 

( 
(b + l)(b + 2)(e -1)c (b + l)(b + 2)(e + l)(e + 2) 

- (E2 - (1)(E3 - (2) + (E2 - E1}(Es - (1) 

+ (b + l)(b + 2)e(e -1) _ (c + l)(e + 2)b(b -1»); 
(E3 -(2)h -(1) «3 -(2)(E 3 -(1) 

Agb~ 2 and A~bg 2 are obtained from A~b~ ° by permuting Eu 
, r r , 0 r '1 

<2' Esanda, b, c. BylettmgE1=-E2=2E, Es=O, ;\=A2 
= 0, AS = A (AS denotes the interaction between levels 1 
and 2), e=O and b=N-a, we obtain the corresponding 
result for the SU(2) model studied by Lipkin, Meshkov, 
and Glick2 for which the Hamiltonian is assumed to be 

(4.9) 

Thus, for the ath energy level, the energy is given by 
~ 

E"(A) =6 A~AP, (4.10) 
p=o 

where 
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Ag=(-~N+a)<, 

A1=A~=A~= •.• =0, 

Ag = (1/2E)[(N - a + l)(N - a + 2)a(a -1) 

- (a + l)(a + 2)(N - a)(N - a -1)], 

A~ = (1/16E 3)(N - a + l)(N - a + 2)a(a -1) 

X[(N - a + 3)(N - a +4)(a -2)(a - 3) 

- 2(N - a + l)(N - a + 2)a(a -1) 

+ 2(a + 1)(a + 2)(N - a)(N - a -1)] 

- (1/16ES)(a + l)(a + 2)(N - a)(N - a -1) 

x[(a +3)(a +4)(N - a -2)(N - a - 3) 

- 2(a + 1)(a + 2)(N - a)(N - a -1) 

+2(N - a + 1)(N -a +2)a(a -1)]. 

Thus, the energy of the first state above the ground 
level is given by 

E1(A) -EO(A) =E - (2/E)(N -l)(N -3)A2 

- (2/E S)(N -l)(N - 3)(~ -16N + 27)A4 
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+"', (4.11) 

which is the result given by Lipkin, Meshkov, and Glick. 
More generally, the coefficients A's may be obtained 
from the following recurrence relation: 

Ej bp; i,-J + (N - a - j + 1)(N - a -j + 2)bp_1 ; i-2 ,-i+2 

+ (a+ j + l)(a+ j +2)bp-1;J+2,-r2 

=~Ap_qbq;i'-i 
q=O 

5. SUMMARY 

(4.12) 

We have generalized the recursive perturbation meth­
od and have demonstrated how it can be applied to the 
perturbation calculation of the energies of nuclear shell 
models with SU(n) symmetry. Specifically, we have cal­
culated the energies of the ground state band of the SU(3) 
model studied by Li, Klein, and Dreizler up to the fourth 
order terms in the coupling parameters. We have also 
presented a simple recurrence relation (4.8) by which 
the higher order terms can be quite readily computed 
if needed. The recursive perturbation method is a 
powerful numerical method particularly suited for the 
computer, and we feel that it will certainly find applica­
tion in many other problems in physics. 12 
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Local bounded perturbations of an infinite equilibrium state are studied in the C*-algebraic 
framework. It is assumed that for the unperturbed state the pressure exists in the thermodynamic 
limit and that the Dubin-Sewell hypotheses are fulfilled. The following is then shown: At constant 
temperature the perturbed state is analytic in the perturbation Q, the infinite volume pressure does 
not depend on Q, and the new state is KMS with respect to the time evolution corresponding to the 
adiabatic perturbation, as treated in a previous paper. 

1. INTRODUCTION AND MAIN RESULTS 
The isothermal response of a macroscopic system 

S to a local perturbation Q has been extensively studied. 
Recently some results have been obtained. It has been 
shown! that if the macroscopic system is represented 
by a density matrix in a Hilbert space and the local 
perturbation is determined by a self-adjoint bounded 
operator Q, then the perturbed matrix (at constant tem­
perature) is analytic in Q (Le., in the perturbation 
strength) and the pertubative series has been explica­
ted. 

This provides the necessary tools for the perturba­
tive study of the corresponding state on the C·-algebra 
of the system observables2 • Finally, the convergence of 
"real and complex time" correlations functions for 
KMS states has been proved in Refs. 3 and 4. 

In this paper we study the perturbative expansion 
directly in the thermodynamic limit. For this purpose, 
we define the infinite equilibrium state as a positive 
functional on a C*-algebra obtained as the norm closure 
of the C*-algebras of the bounded regions and we study 
the dependence on the local perturbation Q. We assume 
for technical reasons that Q is described by a bounded 
operator. This is not a loss of generality if lattice 
spaces or hard-core particles are considered, while the 
. case of continuous particles with unbounded perturba­
tion requires an ad hoc treatment. 

The hypotheses we use in this paper concern the be­
havior of the unperturbed time correlation functions in 
the thermodynamic limit. We assume the existence of 
the infinite volume pressure and that the Dubin and 
Sewell conditions5 are fulfilled. This assures the ex­
istence of dynamics in the Hilbert space in which the 
unperturbed equilibrium state is represented by a vec­
tor via the GNS construction. 

The results we then obtain can be summarized as 
follows: 

The perturbed state exists in the thermodynamic limit 
and can be implemented by a density matrix in the GNS 
space of the unperturbed state. The state, furthermore, 
is analytic in Q. This fact could play an important role 
in the study of the time relaxation of the adiabatically 
perturbed infinite state which in the remote past was in 
equiFbrium for the unperturbed evolution. Analyticity 
was an hypothesis in a previous work6 in which the 
above problem appeared as the approach to equilibrium 
of a spin in a thermostat. There it was proved that the 
first terms (in Q) of the adiabatic response correctly 
approached the isothermal ones, under suitable hypoth­
eses on the kernel of the master equation describing the 
time evolution. 
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The perturbed state verifies the Dubin-Sewell con­
ditions w.r.t. the perturbed time correlations functions, 
so that it is KMS. 

It is shown that the time evolution corresponding to 
the perturbed state via the Tomita theorem 7 is the 
same as the one we introduced in a previous papers 
when the adiabatic perturbation was considered. 

The perturbed pressure exists in the thermodynamic 
limit and does not depend on Q. 

2. MATHEMATICAL FRAMEWORK AND NOTATIONS 

Notations 

(a) We employ the standard symbols C, R, R+, Z, Z+, to 
denote the complex plane, the real line, the positive 
reals, the integers, the positive integers. 

(b) Let 21 be a C*-algebra9 with identity. We denote by 
W*,21': the set of all continuous and the set of all positive 
continous functionals on 21. We denote by S(2r) , the set of 
the states on Ill, Le., 

S(21) == {1/1 E 21:, 1/I(I) = I}. 

Sometimes we denote lJI(A), lJI E 1]1 *, A E2I ,by the sym­
bol (lJI;A). We denote by the symbol Wy , the r-ball of 21, 
i.e., 

21y == {A E2I;IIAII<r}. 

(c) Let 21 be aC*-algebra with identitY,lJI E S(21). 
Let (.\;l~; 7T>k;S"2!1» be the GNS triple induced by lJI. We 
denote by lii,the extension of lJI to 7T1/I(21)" ,defined by 

~(')=(S"2I/1'(')S"2I/1)' (2.1) 

We denote by 21 *(lJI) the set of all ultraweakly con­
tinuous functionals w.r .t. the 7T 1/1 representation space: 

cp E 21 *(lJI) ::::;> cp = ¢ 0 7T 1/1' (2.2) 

We denote by S{lJI,A) the island of lJI: 

S(lJI,21) == {cp E S(21): cp = ¢o7TI/I}' (2.3) 

Definition 2. 1: Let cp be a state on 21. Let Tt be an 
homorphism of the real line into Aut 21. Let f3 E JR+; we 
say that cI> satisfies the KMS conditions 10, 11 corres­
ponding to (Tt ,(3) if 'VA, B E 21 , :3 functions f AB' gAB on 
the complex plane C, such that: 

(0 fAB(t) = < cp,('TtA)B > gAB(t) = < cp,B('TtA) >, 
'VA,B E 21 , 'Vt E JR. 

Copyright © 1974 American Institute of Physics 1620 
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(ii) f AB[g AB] is analytic in the strip Imz E {-,9, o} 
[Imz E {O, (:l}] and continuous on its boundaries. 

limit, Dubin and Sewe1l5 made the following assumptions: 

(iii) fAB(Z) =gAB(Z +i(:l), Vz E C. 
D.S.I. 

Mathematical framework 
li"m (cp(n);A 1 (n)(t1)" • Ak(n)(tk» exists V A1"'Ak E U v 

k E 1 .... , i1"" 'i k E R. (2.11) 
In the algebraic formulation of statistical mechanics 

10,12 one considers the physical space r (i.e., R V for D.S.II 
continuous particles or 1)' for spin systems) of a sys-
tem S and the set L = {A} of the bounded regions in which l~ linm(cp(n);A 1 (n)(t1)" . Ak(n)(tk) 
S can be confined. To each A E L the algebra of obser-
vables is represented by a type 1 factor U A of opera- x A (m) k+ 1 (t k+ 1)' .• A (m) k+s (i k+ s» 
tors in a Hilbert space.\lr This will be referred to as ( ) 
the.\l F representation of the algebra. One further = li"m cp(n);A 1 (n)(i 1)·· .A(n)k+s(t k+s) 
supposes that the algebras U A are isotonic, that is if 
A,A'ELandA':::) A then 11/\.,:::)11/\.. VA 1 ···Ak + s E 11v k,sE 2.+, 

Let 11 L = A~L 11 A and m be the norm closure of U L i 1••• tk+s E R. (2.12) 

(2.4) 

Thus m is a C*-algebra (with identity), and it is term­
ed the algebra of quasilocal observables for the system. 
A state of S may be represented by a state on m. To 
define a Gibbs state for 5, one considers an increasing 
sequence {An}' An E L, such that U An = r; n E 2.+. For 
each An' one supposes the existeii'ce of two self-adjoint 
operators in .\l FAn' H o(n), and N (n), corresponding to the 
Hamiltonian and particle number for a system 5 (n) 

occupying An and subject to prescribed boundary con­
ditions. If for every n E Z+ the operator H (n) = H o(n) -

iJ.N(n) (iJ. is the chemical potential), is self-adjoint and 
lower bounded, and if the operator exp(- (:lH(n» is of 
trace-class on U A for (:l E R+ it may be defined a state 
cp(n)a,1' onU

An 
byn 

(cp(n)a ;A) = {Tr exp(- J3H(n»}-l 
,I' .n 

If limcp(n)a, (A) exists VA E U L then, since U L is 
norm ndense iIi am, the limit defines a state CPa I' on ~{ 
that is named a Gibbs state for 5: ' 

(CPa" ;A) = lim (,f,(n) ;A), VA E UL • (2.6) 
,~ n 0/ a ,/.I 

(See Ref. 13.) The thermodynamic potentials are, on the 
other hand studied by means of the partition function; 
we also consider the possibility that the thermodyna­
mic limit exists for the sequence I An 1-1 In[Tr n 

exp(- J3H(n»]. The limit (2.6) defines a state which is 
locally normal w.r.t. the .\l F representation, i.e., 

(J/\. = crlu E [1T F (m)"]*, 
/\. 

where 1T F is the .\l F representation for m . 

(2.7) 

In order to consider time translations, one defines 

(2.8) 

where T t (n) is an homomorphism of the real line into 
Autm: 

Tt(nM = u(n)(i)Au(nl(- t) =A (n)(t), 

u(n)(t) = exp(iH (n)t). 

(2.9) 

(2.10) 

To define time translations in the thermodynamical 
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We report below their main results. 

(i) There exists a Gibbs state cp, locally normal w.r.t. 
the Fock representation, and an homomorphism Tt of the 
real line into Aut.1T ¢( m )" ,such that 

liJU (cp (n);A 1 (n)(t 1)"'A(n)k(t k» 

= ("¢ ; Tt
l

1T ¢(A 1 )'" T tk 1T ",(A k», 

(2.13) 

(2.14) 

U(t) is a unitary strongly continuous operator in.\l ¢ and 

(;P; Tt1T ¢(A» = (n cp, U(t)1T¢(A)U(- t)ncp) 

= (ncp, 1T ¢(A)ncp), VA E UL' 

(iii) ;p is a KMS state w.r .t. (T t' 13). 

(2.15) 

Remark 2.1: If >IF E S(m) is KMS w.r.t. (13, y(t), it 
follows that n", is both cyclical and separating w.r.t. 
1T",(m)" (11) (I:!ee Ref. 7) and >IF is invariant w.r.t. y(t). As 
a consequence, y(t) is unique, via the Tomita theorem, 
and T t , defined in point (ii), is the Tomita automorphism. 

In a previous papers the consequence of an adiabatic 
perturbation of the state cp, by a local bounded inter­
action Q was studied. The main results for the perturb­
ed state cf>t are 

(i) CPt E S (cp, m), Vt E R. (2.16) 

(ii) A new homomorphism T p(t) (13, J.I. depending) of the 
real line into Aut1T ",(m)" is defined 

Tp(t)A = Up(t)AUp(-t), VA E 1T¢(m)", 

Up(t) = exp{i[H + 1T¢(Q)]t}, 

where 

H = s-limt-1 (U(t) - I). 
t .... o 

In Eq. (2. 16) CPt can be written as 

cpt(A) = (;P; T p(t)1T <t>(A», VA E U L' 

3. ISOTHERMAL PERTURBATION OF <P 

(2.17) 

(2.18) 

(2.19) 

(2.20) 

In this paper we want to study the isothermal per­
turbation of cp, via a local bounded interaction Q. 

Let Q belong to U A ,Q = q. Let us consider the 
no 

increasing sequence {An} above defined, with n > no' Let 



                                                                                                                                    

1622 E. Presutti and E. Scacciatelli: Local bounded perturbations of KMS states 1622 

us consider again the sequence of systems S (n), with 
Hamiltonians II 0<;) = H o(n) + Q and particle numbers 
N (n), so that the operators 

(3.1) 

are self-adjoint and lower bounded. The operators 
exp(- (jH ~n» (3.2) 

are of trace class in ~ A , 'Vn> no, {j E R+ (see Ref. 1). 
We can then define the s~quence of states 

(¢~n) ;A) = {Trn exp(_{jH;n»}-l{Trn[exp(_{jH~n»]A}, 

'VA E U A , n> no' (3.3) 
n 

Again in order to consider time translations, we 
define 

1'/n)(t): UA ~UA' 'Vn>no' (3.4a) 
n n 

r;n)(t)A = u;n)(t)AU;n)(_t), 'VA E UAn' n> no, 

(3.4b) 
(3.5) 

We also consider the sequence of perturbed functions 

(n)() «n)" Z p {j, j.J. = Tr n exp - {jH p .}. (3.6) 

·TheClYem 3. 1: Under D.S.I, D.S.II hypotheses [Eqs. 
(2.11), (2.12)] and with the above definitions and as­
sumptions, the following holds: 

(0 li,pt ¢;n) (A) = ¢p (A), 'VA E U L> (3.7) 

where ¢p E S(¢, I!). 

(ii) for fixed f3 and j). there exists an unique homo­
morphism of the real line into 1I<f; (I!)" such that 

p 

lim(¢;n)jAin)(tl)"'Aln)(lk» = (¢p;(Tp(t 1 )1I<f;p(A» 

••• (1' P(tk)lI</J (A k))) , VAl" ·AkE UL> k E Z+, 
r 

t 1• •. tk E R, 

where 

(3.8) 

Tp(t)lI<f;p(A) = Up(t)1t¢p(A)Up(-t), 'VA E U L , (3.9) 

Up(t) = exp{i[H + 1r p(Q)]t}, (3.10) 

H = s-lim(U(t) - I)r 1 • (3.11) 
t-+O 

(iii) ¢p is KMS w.r.t.({j, 1'p(t». 

In order to prove Theorem (3. 1) we have to enunciate 
some lemmas. 

Remark 3.1: Let ~ be an Hilbert space. Let 
lB(~), lBl (~) be the sets of all bounded operators and of 
all trace-class operators on ~,respectively. lB 1 (~) is a 
closed space w.r.t. the norm 1\ '11 1 defined by 

(3.12) 

lBl (~) is isomorphic to the norm closure of the strongly 
continuous functionals on lB (~) [w.r.t. the norm of lB(~)*]. 

We shall sometimes denote with the same symbol the 
image of p in lB(~)*. 

Lemma 3. 1: Let Q, H, be self-adjoint operators on 
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a Hilbert space ~ and let Q E lB(~). Further,let S(a,H), 
S(a,H + Q) E lB1(~)' 'Va E R+,where 

S(OI,H) = exp(- alI); S(OI,H + Q) = exp[- a(H + Q)]. 
(3. 13) 

Then it follows that: 
00 

(i) S(OIjH+Q)= ~S~(a,H) 
.~o 

with 
SoQ (OI,H) = S(OI,H), 

S~(OI,H) = foa dTS~ (01 - 1',H)QS~_l(T,H). 

(3.14) 

(3.15) 

(3.16) 

The convergence in Eq. (3.14) is w.r.t.the norm /1·/11 
defined in Eq. (3.12), 'VOl E R+. The n integrals in Eq. 
(3.15) are defined as strongly BOchner. 14 

(ii) 'VA E lB (~): 
00 a TI Tn-1 

Tr~,[AS(OI,H + Q)]= ~ fo dTl 10 dT2'" fo dTn 
n ~o 

X Tr~[AS(0I-1'lJH)QS(Tl-T2,H)·'·QS(1'n,H)]. (3.17) 

The proof of the lemma can be found in Ref. 1. 

Lemma 3.2: Let us consider the operators 
exp(- {jH (n» = S({" H (n» defined in Sec. 2. 

For each k E z+ we define the domains !O k in ek 

!OK == {(Zl"" 'Zk) E ek : - {j < Imz1 < ... < Imzk < OJ. 
(3.18) 

Then 'VAl" 'Ak E UA , (Z1"'" zk) E :Dk the operators 
n 

S(II) = S(f3 - 1'l,H (1I»A?>(t 1 ) '''A k(n) (tk ) 
AI''' A k "I''' "k 

X S(1'k,H(II» E lB1(~A) (3.19) 
n 

with 

T j == Imzj' tj = Rez j , AJII)(tj } = Tl~)Aj' (3.20) 
J 

Proof: It follows from the following equation3 

II SAl" .Ak"l'" "k 111 = I~;f!l I Tr n S l~~ .. Akzl'" zk
A I 

(3.21) 

Definition 3.1: For every A l .. . Ak E UAn' 
{Z 1 ' •• Z k} E !Ok let us define the functionals 

I/; <:; ... Ak"l'" "k (B) 

={Tr S(a'H(n»}-l'{Tr Sen) B} 
n 1-', n AI ... Akzl'''''k ' 

'VB E UAn' (3.22) 

By Lemma 3.21/;<:; ... A
k
"l,.,Zk E (U An )* and 

1I1/;<:: ... Ak"l"'''k"(UA )* ~ IIA111 .•• 11Akli. 
n 

(3.23) 

We point out that 

I/; <:: ... A k"I'" Z k (1) = 1/;<:: ... A k"I+","2+z ... litk+Z(1), 

'V Z E e. (3. 24) 

So that 1/;<:: ... A
k

Iit
1 
... lit" (1) defines the complex functions 

Fin) A (zl" 'zk)' 'VAl" .AkE U An' 
I'" k 

{Z l' • ,Z k} E :Ok ::> :Dk, where 

:J)~ == {(zl" ,Zk) E ek : Imz1 < Imz2 

< ". < Imzk < Imzl + 13. (3.25) 
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Remark 3.2: The unperturbed states cp (n) are KMS 
w.r.t. (fi, T~n~. Then the complex functions defined by 
Eq. (3. 24) 

(3. 26) 

have the following properties: 

(i) F(n) (z z ) - F(n) 
A1 ... Ak 1'" k - As ... AkAl ... AS_1 

x (Z S • , • Zk, Z l+;fi •• • Z s-l + if3), (3.27) 

(ii) Fe:) \ A (Z 1 ..• Z k) are analytic functions in the 
I'" k 

domain ~~ and are continuous on its boundary. For 
Imzn ... = Imz s ,lmz j +1 = ... = Imzk= Imz + (3 

they have the values cp(n)(A~~)1(fj+l)" .Ain)(tk )Aln)(t1 )··· 

A}n)(tj»' 

(iii) d.n
) A (z 1 ••• Z k) are analytic functions of 

I'" k 

Z 1" • Z 5' S ~ k for {z l' •. z k} E ~~ such that 

Z l' •. Z s E ~~ and Imz s+ 1 

= Imzk < Imz1 + {3 or 

Imzs+1 = ... Imzk = Imz1 + {3. 

For instance, by Eq. (3. 24), 

F<;:. "Ak (z l' .. Z / s+ l' .. t k) 

F1~~ .. Ak(ZI + Z .. • zs + Z ls+1 + z ••• tk + z), 

(3.28) 

Vz E C, IS+1" ·tk E R (3.29) 

and the functions Fl:~ .. A/z1' •• z sf s+I' •• tk ) are ana­
lytic in Z l' .. Z s if 

Im(zl + z} < ... < Im(zs + z) < Imz < Im(zl + z) + (3; 

that is, (3.30) 

(3 < Imz1 < ... < Imzs < O. (3.31) 

where hQ means Q ••• Q h-times. 

Lemma 3.3: Under D.S.I, D.S.II hypotheses, it 
follows that: 

(i) limlPl:~ .. Akzl",zk(B) = l/JA1 ... AkZI ... Zk(B), 

VAl" .AkE U L, Z1" 'Zk E :Ok' k E Z+ 

with z l' •• Z s E ~ s' ° ~ S ~ k, S E Z + 
(3.33) 

The limit uniform in z l' .• Z k on the compact sets 
in the domain !Dk and the limiting functions 

l/JAI ... AkZI",ZkCB) = FAI,,·AkB(Zl···ZkO) (3.34) 
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are analytic in !Ds ' continuous on its boundaries, and 
satisfy the KMS conditions: 

F A
1 
... AkB(Z1· .. zkO) F Ah ... AkBA

j 
... Ah_

l 

(Zh" .ZkOz 1+i{3·· .Zh-1 + i(3). (3.35) 

(ii) The boundary value of F A
1

: .. A kB(Z1'" zkO) for 

Imz1 = ... = Imzj - {3,Imz j + 1 ••. = Imzk = ° 
is the function 

where t j = Rez j and n"" T t, 1f '" are defined in Sec. 2. 

(iii) l/JA1".AkZI,,,zk E (1f",(m)")*. (3.37) 

The proof can be found in Ref.3. With regards to points 
(ii) and (iii) we report the integral representation for 

F!n~ A A (ZlZ2t3'4)FA A A A (Zl z 2t 3l 4)f(z2 Zl) 
1234 1234 

1 (+00 f(l) 
x f(- ZI) = -- dt-""'--"-'---

41f '-<>0 t - Z2 + Zl 

x (tCO dt' f(tY (cp (n)iA A (n) (t)A (n) (t + t') 
_00 t' + Z 2 1 2 3 3 

X A (n) (t + t'l) 1+00 
dt' f(t' + if3} (cp (n). 

4 4 -00 [' + ifi + Z 2 ' 

A (n) (t + t')A (n) {t + t')A A (t}}) + ~ 
3 3 4 4 1 2 41f2 

x tOO dt ItOOdt,f(t-t' +i(3)f(i{3-t'} 
-00 t+z l - 2 X-00 l'-i{3-z2 

x (cp (n);A ~n) (t)A ~n) (t 3)A~n) (t 4)A ~n) (t '}) 

_ tOO dt,f(t' - t)f(- t') (cp(n). A (n)(t/}A (n)(t) 
-00 t' z ' 1 2 

2 

X A~n)(t3)Ar)(t4» • (3.3S) 

In Eq. (3. 38) f(~) is an analytic nonzero function de­
creasing sufficiently fast as I Re~ I --7 00 for ° < Im~ < (3. 

By the Lebesgue theorem the lim can be performed 
before the integrals in Eq. 3. 38, w"hich exists for D.S.I 
For point (iii) it is sufficient to consider9 

Am E 7T<j>(m) " , IIAml1 ~ I \in, s: lim Am =A. 
m 

The integral representation (3. 38) is still valid in the 
thermodynamic limit and again Lebesgue theorem 
applies. In fact l~ml/J Al ... AkZl",zk(Am) can be per­
formed inSide the integrals, and 

It"m (1); (r tl1f ¢(A 1»'" (r tk 1f <i> (Ak» Am> 

= (4); (r tl1f ¢{A1))'''(T tk 1f <I> (Ak»B). 

Remark 3.4: By Lemma 3.3 the following limits 
exist: 
lim ,/ (n) (B(n)(t )"'B(n)(t » 

n 't' A I'" Akz j ... zn lIs s' 

VAl" .AnB 1 • •• B s E UL' Zl" ,ZkE ~k' 
tl' .. tsEIR, k,SEZ+. (3.39) 

Lemma 3. 4: Let us consider the operator A (n) (t) 
E UAn: 

A(n)(t)=T~n){t)A=Up(n)(t)AU~n)(-t), VA E UAn' tE R. 
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It follows that 

lim ,/, (n> (A (n) (f» 
n 'f' AI.··A k zl",zk 

(3.40) 

In Eq. (3. 40) 11~)(t): R ~ IB(UA ) as 
n 

(3.41) 

Proof: A (n)(t) = T~n)(t)A,may be expressed in 
terms of T~n?A by the interaction representation 
formula16 

N 
(n) "ft ft n - I (n) (n) (n) 

Tp (t)A limu odt r •. 0 dthTJQ (th) ••• TJQ (t 1 )Tt A; 
n 10>0 

(3.42) 
The integrals in Eq. (3.42) are strong limits of 

Riemann sums. The norm of the summand is majorized 
by IIAII (211 QII It I 10 /h 0. Then A (n)(t) may be expressed 
as strong limit of a sequence of elements of U A ; UA n n 
is a Von Neumann Algebra, therefore strongly closed. 
1f/ 1:~ .. A kZI ... Z k is strongly continuous in any bounded 
region of U A • At last, the sequence 

n 
N t t 

1" :0 f dt f n-I df ,I, (n) JJDh;.() 0 1'" 0 h'l'AI···Akzl""Zk 

X (TJ~)(th)"'TJ~)(tl)A(t)) (3.43) 

is uniformly convergent w.r.t. n. [the summand is major­
izedinmoduloby IIAIH"·IIA k ll(2I1Qllltl h)/h!)]. 

Remark 3.5: We point out that the terms in the 
sequence (3.42) are in the ball of radius 
r < IIAII exp(2'11 Q II ·Itl). 

Furthermore, the product of operators belonging to 
the unit ball is continuous in the weak topology. 9 

Now we can express the product B1(tl)" :Bk(lk), as a 
product of k sequences of Eq. (3.42) type. Every ele­
ment of this product is in the ball of radius 
r < Ce 2 • 11 QII.ITI, with C == II BIll '''11 BKII, 
T = It 1 I + ... + I t K I. It follows that 

lim 1f/ (n) (B(n) (t ) ..• Ii (n) (t » 
n AI.·.Akzl··· Zk lIs S 

NI Ns ~ " "l·tl f ft·".-I fts ~ =lim ... limu···u d 1 ... dl h ••• dt s ••• 
... ns hl~ 0 hs,O 0 0 I 0 

VAl'" .A~l··· Es E U An Zl'" Zk E :Dk , /1'" t s E R. 

(3.44) 

Remark 3.6: Let us introduce the notations 
L L B .TI Th-I 
~({3,Tl ••• Tn)==~f dTlJ dT2 ... f dTk , (3.45) 
h~O h~O 0 0 0 

L L ft {tl J.th-I 
~ (t,tl" .th ) == ~ dt l • 0 dt 2 ••• 0 dt1(. (3.46) 
laO h~O 0 
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Then we can write 

li,w l~m (cp~n); Bin)(t1)'" 13jn)(tk )131':'{(tk+1)" . 13 1+":>(tk+S» 

= lim lim {lim -b ({3, 1'1' •• l' h)1f/ !n~ iT -iT. (1)\'1 
m n ~ L h~O .. I'" Il ~ 

x (lim -b ({3, 1'1' •• Tn) lim N1• •• NK+s 
L 10,0 

L NK+S 
x:0(t1,t{· .. i' ) ... :0 (tk+S't~+s··.i1~S). 

hl~O hi hK+s;'O 

(n) ~ (n) ~ 

X lj/"~"J ... iTh ... ir~T/Q (t'".) ... TJQ (ti)B(n>(t 1 ) 

x ... TJ(~tt :k)'" T/(t(i :)B<Z)(tkm~m)(i :;11), . '1j~m) (1~+1) 

x B (m)(t ) T/lm)(l k+s) -n(m) (lk+s)B(m) (f )\ 
k+ 1 k+1'" Q hk+I '" "Q 1 k+s k+s~' 

(3.47) 

.;;; exp({311 Q II). exp[211 Q II (tIl + ... + ItK+s I)]. (3.48) 
That is the limits (3.48) are uniform w.r.t.n,m. It 

follows 
L 

lim lim {as in Eq. 3. 47} = [(lim:0 ({31' 1"'1' h) 
m n L 10>0 

L 

X lim 1f/ (n) (1»-1 lim ~ ({31'1'" 1'10) 
n ••• L h~O 

NI Nk+s 
X lim :0 (t 1 ••• ) 2: (f k + s ' •• ) lim limlj/" (Il) 

hk+s~O m n ••• NI···Nk+s ".;'0 

(as in Eq. (3. 47»]. (3.49) 

Proof of the theorem 3. 1: Under D.S.I, D.S.II hy­
potheses, Lemma (3.3) shows that the limits in Eq. 
(3.47) can be performed. It follows that: 

(0 lim(CP~n);Al(tl)" ·Ak(fk» existsVAl···Ak E UL' 
n 

fl •.. tkEIR, kEZ+. (3.50) 

(ii) l' 1" (.i.(n) A(n)(t) .J<n>(t ).J<m) (t ) ~m l;.m 't'P; 1 l' .. k k k+1 k+l 

~(m) » 
x .. . Ak+s (tk+s 

• «n) A~(n) () ~(n) ( » = ll;.m CPp; 1 t l •• 'A k + s tk+s , 

VAl" ·Ak+s E U L 

t 1 ···tk + s E r,k,sE Z+. (3.51) 

Then the D.S. results are valid for the perturbed 
state cP p' Now we have only to prove that cP p (the limit 
of cp~n»),belongs to s(cp,m), and that Up(t) = exp 

{i[H + 1I ",(Q)]t};H = lim t-1[U(t) - f]. By Eq. (3.49), we 
... t-O 
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But 

Il/IhQ-iTl ••• -iTh(A) 1 ~ l~m Il/IhQ-iTl ••• -iTh(A)1 ~ II Q IIh'IIAIl 
'VA EUL 

by Eq. (3.31). It follows that cf>p is a norm limit of ele­
ments of (1T q,(~)")* w.r.t. the norm of ~ *. 

At the end we see that, 

l~m <cf>~n);AB(n)(t» = <¢p;1Tq,(A)Tp(t)1Tq,(B» 

. N t t~l _ 
hm ~ fodt1···f dt h <cf>p;1Tq,(A)T/" (Q)(t h) 

n h~O 0 q, 

···T/"q,(Q)(t1)Tt1T q,(B», (3.54) 

so that Tp(t) can be written as strong limit of elements 
of 1T q,(~Y/, in the form, 

• N ft fth-1 
Tp(t) = s-hnm~ odt1••• 0 dthT/" (Q)(th)···T/" (Q)(t 1)Tt· 

h~O q, q, 
(3.55) 

Thearem 3.2: We assume that the hypotheses of 
Theorem 3.1 hold and that the infinite volume unper­
turbed pressure exists. 

Then the following limit 

l~m 1 An 1-1 • In Trn S({3, H~n» 

exists and it is independent of Q. 

Proof: We have 

l~m 1 An I-~ In Tr n S({3, H~n» = li,.m 1 An I-~ 

[
T"r n -S({3, H(n)] 

X In p + linm 1 An I-~ In Tr n S({3, H (n». 
Tr n S( (3, H(n) 

(3.56) 
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By Eq. (3. 21) one obtains 
Tr n S({3, lin» 

exp - (311 Q II ~ (~) ~ exp - {311 Q II. (3. 57) 
Trn S (3,H n ) 

Therefore, the first term in the l.h.s. of Eq. (3. 56) is 
zero for Theorem 3.1 and Eq. (3.57). The existence of 
the second term is in the hypotheses of the theorem. 

Remark 3.7: Theorem 3.2 shows that the thermo­
dynamic potentials like the pressure, which are additive 
in the volume, are uneffected by local perturbations. In 
this sense, therefore, the effect of the perturbations 
remains localized during an isothermal transformation. 
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Mathematical theory of the R matrix. I. The eigenvalue 
problem* 
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This is the first paper in a two part series aimed at placing the theory of Wigner's R matrix on a 
mathematically rigorous footing. In Paper lof the series, we will show that the eigenvalue problem 
associated with the R matrix can be solved for a large class of potentials, including Coulomb-like 
potentials. We will do this for the case in which the boundary of the internal region is a smooth 
surface-although the results remain true for a much larger class of surfaces. In Paper II of the 
series, we will show that the R matrix exists for the class of potentials mentioned, is a compact 
operator, and can be approximated uniformly (i.e., normwise) by the usual expansions associated 
with the R matrix. 

I. INTRODUCTION 

A. Origin of the problem 

In a series of papers,1-3 in 1946 and 1947, E.P. 
Wigner and L. Eisenbud introduced the concept of the 
"reaction matrix" or" R matrix" to calculate cross 
sections of nuclear reactions near resonance. The 
main object of these calculations was to justify the 
Breit-Wigner "one-level formula" 4 for the decay of a 
compound nucleus using as few assumptions about the 
nuclear potential as possible. 

The basic idea behind these calculations is really 
very Simple, although the calculations themselves are 
rather complicated. Consider a system of N spinless 
particles (spin merely complicates the argument and 
adds nothing essentially new) interacting via some 
potential V. The configuration space of this system 
(E3N) is divided into two regions: a bounded region I 
(the internal region) and its complement, E3N -.: I (the 
external region). The region I is chosen to enclose the 
center of mass of the system and physically represents 
a region in configuration space where all of the particles 
interact via nuclear forces. It we restrict the collision 
process to low enough energies, the reaction products 
will be a paJr of nuclear fragments which are essenti­
ally free when they are far enough apart to be outside of 
the internal region. By consistently matching the nor­
mal derivative and the value of the wavefunction on the 
surface of the internal region with the same quantities 
from the external region, one can obtain the solution to 
Schrooinger's equation in the external region and, for 
large separation distance, the asymptotic form of the 
wavefunction. 

The value of the stationary wavefunction of energy E 
and its normal derivative on S, the surface of the inter­
nal region, are not, however, independent quantities. 
Wigner and Eisenbud heuristically constructed an opera­
tor R(E) which takes the normal derivative of the wave­
function on S into the value of the wavefunction on S. By 
specifying different values of the normal derivative, we 
get different asymptotic states. Thus, in effect, the 
operator R(E), (the R matriX) is supplying the same 
information as the collision matrix. In fact, Wigner and 
Eisenbud calculated the collision matrix from the R 
matrix and, from the collision matrix, the cross section 
for the reaction.3 

Unfol"tunately, the derivation and expansions used for 
the R matrix were completely formal and, except in the 
trivial case of one dimenSion, it was never proved that 
the various expansions converged. Moreover, no con­
ditions were placed on the potential V or the surface S, 
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thus leaving the eigenvalue problem itself open to diffi­
culties. 

B. Statement of the problem 

The eigenvalue problem introduced by Wigner and 
Eisenbud in conjunction with the R matrix is a variation 
of the Neumann problem. We are required to find a 
complete set of orthonormal functions spanning L2(1) 
and satisfying the following in I: 

(1) 

and 

(2) 

on S. The Ai; are components of an n x n Hermitian, 
positive definite matrix and, in the usual scattering 
problem, are constants. If the center of mass has not 
been separated out, the matrix is diagonal. On the other 
hand, when the center of mass has been separated out, 
off-diagonal terms (the so-called Hughes-Eckart or 
specifiC mass corrections 5) arise. The n i are compo­
nents of the unit outward normal to S and, finally, V 
is some potential. 

Roughly speaking, if the surface S, the potential V, 
and the matrix Ai; (whose elements we allow to depend 
on x) are smooth and, in addition, Aij(x) is uniformly 
positive definite, then it is known that the solution to 
the eigenvalue problem exists and that the eigenfunc­
tions are smooth and satisfy the boundary conditions 
pointwise. 6.7.8 Our purpose in writing this paper is 
twofold: First, we wish to show that the regularity 
assumptions on V can be weakened considerably. Se­
cond, we wish to provide a framework for the construc­
tion of the R matrix and the discussion of its properties 
which we will give in a followup paper. 

This paper is organized as follows: In Sec. II, we 
present a short review of the Sobolev theory. This 
section is entirely expository and is included for the 
convenience of the reader. In Sec. III, using some re­
sults of Schechter, 6.9 we first give a rigorous dis­
cussion of the eigenvalue problem with V = O. By using 
a theorem of Kato, 10 we then show that the eigenvalue 
problem can be solved for a class of potentials which 
are "Kato small"5 in comparison to the operator asso­
ciated with V = O. We then specialize these results to 
a class of potentials which we call" R-admissible." 
This is the natural class of potentials for which the R 
matrix is defined. We then give results involving eigen­
function expansions coming from R-admissible poten-

Copyright © 1974 American Institute of PhYSics 1626 
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tials. In an appendix, we show that potentials with 
Coulomb-like singularities are'R-admissible. 

II. SOBOLEV SPACES 

For the convenience of the reader, this section will 
include a summary of certain results from the theory of 
Sobolev spaces. 

A. Notation 

In all that follows, the symbol I denotes a bounded, 
open region of Euclidean n-space, En. The boundary 
(surface) of I, S, is an infinitely differentiable, (n - 1)­
dimensional manifold. 11, 12 Sis orientable and I lies 
entirely on one side of S. The inner products in L2(1) 
and L2(S) are denoted by ( , )1 a!1d ( , )s, respectively; 
the norms are denoted by II II l' and II lis, again, respec­
tively. Inner products are conjugate linear in the left 
and linear in the right. As is customary, C"3(1) denotes 
the set of all functions infinitely differentiable in I and 
vanishing outside of some closed set contained in I. 
Coo (J) denotes the set of all functions infinitely differen­
tiable in I, the closure of I. 

For derivatives, we will use the standard multi-index 
notation: Namely, let D i = a/ox I and let O! l' O! 2' •.. , O! n 

be nonnegative integers. We denote 

B. Generalized derivatives and the spaces wi (I) 

We will more or less follow Sobolev 13 or Agmon14 
in our discussion. We begin with the concept of gene­
ralized derivative. 

Definition (Generalized derivative): Let f E L2(1). 
If there exists h E L2(1) such that 

for all g E Co (I), then h is called a generalized deriva­
tive of f and we write 

h = Daf. 

Moreover, we denote the set of all f E L2(1) having 
all generalized derivatives of order j :::= 1 by W~ (I). 

A generalized derivative, if it eXists, is unique (modulo 
sets of measure zero in I). This follows directly from 
its definition coupled with the fact that Co (I) is dense 
in L2(1). In addition, if_a function f is 1 times continu­
ously differentiable in I, then f has all generalized de­
rivatives of order j :::= I and these agree with the ordin­
ary derivatives (modulo sets of measure zero). Con­
sequently, CooO) is a subset of W~(/) for alli. 

Obviously, generalized derivatives are densely de­
fined linear operators on L2(1). In particular, W~(I) 
is a linear manifold in L2(1). We can define an inner 
product and norm for functions in W~(I) as follows: 
Let f,g E W~(I); then set 

[I,g]l,I = 6 (Daf, Dag)1 + (f,g)j, 
la I" I 

Ifl /,l = ([1'/]1,1)1/2, 

With this norm and inner product, W~(I) becomes a 
Hilbert space in its own right (see Agmon,14 p. 4), 
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All that we have said so far is independent of the fact 
that I is a bounded region. In fact, precisely the same 
statements hold for an arbitrary open region in En, 
including En itself. The following lemma, which we will 
use later, is an important" density" result for the space 
W~(En). 

L emma II. 1: The set of all functions infinitely 
differentiable and vanishing outside some closed bounded 
region, Co (En), is dense in W~(En). 

Proof: See Lions and Magenes,15 p. 37. 

The following result, due to Calderon, provides an 
intimate connection between W~(I) and W~(En): 

Lemma II. 2 (Calder6n extension theorem): There 
exists a bounded linear transformation T of W~(I) into 
W~(En) ~such t~at if u E W~(I), and u = Tu, th~ restric­
tion of u to I, u I I' coincides with u. That is, u 11 = U. 

Proof: See Agmon, 14 p. 171 or, for a more general 
statement and proof, see Calderon,16 Theorem 12. 

We will use both of these results in proving that 
Coulomb-like potentials belong to the class of R-ad­
missible potentials (see Sec. ill and Appendix B). Also, 
the combination of these two lemmas gives a very im­
portant density theorem for W~(I). 

Theorem II. 1. Coo (7) is dense in W~(I). 

Proof: See Lions and Magenes,15 p.44. 

Much of the great utility that the Sobolev spaces enjoy 
comes from the fact that sets which are bounded in the 
I 11,1 norm are relatively compact in the space W i

2(1) 
for all j < 1. That is, if B is a bounded subset of W~(I), 
then every sequence which may be extracted from B 
has a subsequence which is actually convergent in W~(I) 
for all j < 1. We state this theorem, which is due to 
Rellich, and refer the reader to Agmon, 14 p. 30, for the 
proof. 

Theorem II.2 (Rellich): Every bounded set in 
W~(I) is relatively compact in W~(I) if j < 1. 

We remark that this theorem is false if I is replaced 
by En, It is true, however, that the theorem holds for a 
much larger class of regions than the one I belongs to. 
For a discussion and more references, see Lions and 
Magenes,15 p.ll1. 

We close this rather terse section with an inequality 
which will be of some value to us. 

Thqorem II. 3 (Interpolation theorem): Let E be a 
positive real number such that 0 < E :::= 1. If u E W~(I) 
for some I =:: 2, and if 1 :::= j :::= 1- 1, then 

I U IY,I:::= y(E/-j I u I ~.1 + €-j II ullJ), 

where y == y(I, l) depends only on I and I. 

Proof: See Agmon, 14 p. 24. 

C. The trace of a function in wi (I). Intregration 
by parts 

In boundary value problems, we must be able to de­
fine various functions on the surface S. For an arbi­
trary function in L2(I), this is an impossibility because 
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the boundary is a set of measure zero in 1. It is, how­
ever, possible to make sense out of such a definition if 
the functions belong to W~(I). This is done as follows: 
First, we define an operator T, the trace operator (see 
Ref. 15), by setting· 

Tf = f Is (= restriction of f to S) 

for all f E Coo (1). By Theorem 1, we can approximate 
any U E W~(D in the norm I I i,I by a sequence of func­
tions in Coo (I). The trace is then extended to all func­
tions in W2(I) by taking limits, The following theorem, 
which is a version of a theorem of Sobolev, 13 guaran­
tees that the trace is well-defined for all f E W2(I). 

Theorem II. 4: For all f E Coo (1) and every E > 0, 
Tf satisfies 

where C (E) depends on I and E but not on f. Hence, T 
may be extended to all functions in W~(I) and, when so 
extended, is a compact map from W2(I) into a dense 
subset of L2(S). 

Proof: The inequality may be found in Ladyzhen­
skaya and Utral 'tseva, 7 p. 49. Other proofs and ver­
sions of this theorem are given in Sobolev, 13 p.85; 
Lions and Magenes,15 p. 44; Agmon, 14 p. 38. In 
Sobolev's work, the compactness of the operator is pro­
ved via estimates on integral kernels. The compactness 
also follows directly from the inequality given below. 
The only portion of the theorem which requires com­
ment is the claim the W~{I) is mapped by T into a 
dense subset of L2(S). This follows from the version 
of the theorem in Lions and Magenes. 15 They prove 
that T fills the space [H1I2(S) in their notation, W2/2(S) 
in ours] which amounts to a" half-order" Sobolev 
space. On p. 40, they show that this space includes the 
set of all functions infinitely differentiable on Sand 
that this latter space is dense in L 2(S). It immediately 
follows that the range of .T is dense in L2(S). QED 

Using Theorem II. 4, various formulas involving 
integration by parts may be justified. For example, if 
u, v E W~(I), 

This is established by first using the corresponding 
formula for functions in COO (I) and then taking limits 
(see Smirnov,17 p. 337). 

So far we have avoided the question of any intrinsic 
meaning for the trace. Such a meaning does exist: Given 
any function f in W~(I), there exists a function " equal 
almost everywhere to f, such that 1 is defined on Sand 
on surfaces "parallel to S". For example, in the case 
of S being the unit sphere, the parallel surfaces are 
concentric spheres with radii less than 1. Moreover, 
if the parallel surface Sf> is close to S, then the difference 
between 11 sand 11 s will be small. Again using S as 

p 
the unit sphere in En, we have 

as A -> 1 from below. The trace of f is simply the re­
striction of J to S. For a more complete discussion of 
this topic, see Sobolev,13 p. 85, Lions and Magenes,15 
p. 205, and, Narcowich, 18 p. 28. 
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As a comprehensive reference for the spaces we have 
been discussing, Lions and Magenes 15 contains the most 
material. The work of Smirnov17 is less comprehensive, 
but also tends to be less abstract. Of course, the origin­
al work on the subject is done in Sobolev's book, 13 
Agmon 14 and.Ladyszhenskaya-Ural'tseva7 provide a 
quick overview. The latter work discusses more gener­
al surfaces than those with which we are working. 

III. THE EIGENVALUE PROBLEM 

In the first section of this chapter, we will discuss 
various aspects of the eigenvalue problem associated 
with V = O. This is done primarily to collect and make 
firm the information that is found in various references. 
We will heavily rely on some results of Schechter, 6.9 

which we collect in Appendix A. In the second section, 
we will apply the results we obtain in the first section 
to the case in which V is nonzero. 

A. The case V = 0 

We place three conditions on the partial differential 
operator Q, 

Q = - ~DiAtj(x)Dj' 
•• j 

which is associated with the eigenvalue problem given 
in Sec. I. These three conditions are 

(C1) Ai/X) E cOO (I), 

(C2) A,j(x) = Aji(x), 

(C3) /J.o I ~ 12 ~ ~ ~Aij(X)~j ~ /J.11 ~ 12, 
',1 

where /J.o, /J.1 are positive constants and ~ is an arbitrary 
n-component complex valued vector with norm I l; I. 
(C1), (C2), and (C3) hold for all X E 1. In the rest of the 
paper, we conSider the derivatives in Q to be generalized 
and allow Q to operate on any function in W~(I). This 
makes sense because only second order derivatives 
appear in Q. We now define an operator H 0 as follows: 

(1) Ho = QID(Ho )' 

where D(Ho) is the set of all f E W~(l) such that 

(2) 3A f == ~ niAi/x)Djf = 0 on S, 
'.1 

where (2) holds in the sense of the trace (see Sec. II). 

The main theorem of this section, which is more or 
less a collection of results which are known, is 

Theorem TIl.l: The operator H 0 is positive and 
self-adjoint. Given any E not in the spectrum of Ho, 
the operator T(E) = (Ho - E)-I maps W~(l) into _ 
W~+2(I) for alll 2:: O. In particular, T(E) maps Coo(I) 
into Coo(I). Also, T(E) maps L2(I) compactly into W2(l) 
and, hence, compactly into L2(I). The spectrum of Ho 
consists of countably many nonnegative eigenvalues with 
+ eX) being the only limit point. The eigenfunctions of 
Hoare in COO (1) and pointwise satisfy the boundary con­
ditions. 

We will postpone the proof of Theorem III. 1. The con­
tent of Theorem III. 1 is very simple: The eigenvalue 
problem associated with the R matrix for V = 0 is 
classically solvable and the operator (H 0 - E)-I has 
a smoothing effect on functions. 
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In the proof of Theorem III. 1, we will need the follow­
ing lemmas. 

Lemma Ill. 1: Q is properly elliptic and the bound­
ary operator 0A = ~ njAjj(x)Dj covers Q. 

',J 

Proof: The result follows directly from the 
definitions given in Appendix A coupled with properties 
(C 1), (C 2), and (C 3 ). QED 

Lemma Ill. 2: Let f E COO (/) and suppose oAf = 0 
on S. Then the following inequalities hold: 

(3a) (f, Qf)] ~ 0, 

(3b) II (Q + 1)f II] ~ II f 11]0 

(3c) II(Q+ l)fll]~IIQfll], 

(3d) IfI 2,]:5: K(II Qf II] + Ilfll]), 

where K is a constant which depends only on I, ° A' and Q. 

Proof: By an easy integration by parts, we have 

(4) (u, Qv)] = P (Dju,Ajpjv)]- (u, 0AV)S' 
',J 

Setting u = v = f, OAf = 0 in (4) and using (C3), we 
obtain (3a\. To obtain (3b) and (3c), we need only use 

II (Q + l)f II? = II Qf II¥ + 2(Qf'/)] + IIfll2 

plus (3a). Finally, (3d) follows from Lemmas III, 1 and 
A.L 

The next two lemmas concern the Hermitian form 
defined by 

(5) (u,v);: 6 (Dju,A;pjv)] + (u,v)], 
;,j 

which is obviously defined for all u, v in W~(I). Corres­
ponding to (5), we define 

(6) (u) = «u, u» 1/2. 

Lemma Ill. 3: With ( , ) as the inner product and 
( ) as the norm, W~(I) is again a Hilbert space, More­
over, there exists a constant C > 0 such that 

That is, the norm ( ) is equivalent to the norm I 11 ,]' 

Proof: The form ( , ) satisfies all the algebraic 
axioms of an inner product for W ~(I). The only proper­
ties that require any proof are the completeness of 
W~(I) in the norm ( ) and the equivalence of ( ) and 
I Il,]-i.e., the inequality (7). If (7) holds however, a 
Cauchy sequence vk in ( ) norm is also a Cauchy se­
quence in I 11 ,] norm. Since it is known that W~(I) is 
complete in the I 11,] norm, v k must converge in I 11 ,] 

norm to a function v E W~(I). But then, applying (7) to 
v k - v, we have 

It is obvious that v k converges to v in the ( ) norm. 
Hence, if (7) holds, completeness is assured. 

To obtain (7), we begin by using property (C3) with 
~; = DJ, f E W~(I). This gives 
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Ilo 6 IDJI2:5: ~ DJA;pjf:5: 1116 IDJI2, 
, I,] J 

Setting C2 = max(lll' /.lOl) and observing that C2 > 1, 
we obtain 

C-2 (6 I DJ 12 + 1f12) :5: ~ DJ A;jDJ + Ifl2 
• ',J 

:5: C 2(y I D J I 2 + If 12) . 

Integrating this last inequality over all x in I gives 

from which (7) follows trivially. QED 

Lemma Ill. 4: Given any f E L2(I), there exists a 
unique u E WMI) such that 

(8) (u,v)= (f,v)] 

for all v E WMI). If f E W~(I), then u E W~+I(I) for all 
l ~ O. If f E Coo(i'), then u E COO (i). Moreover,u E D(Ho) 
and (H 0 + l)u = f if and only if (8) holds. 

Proof: For fixed f, we have 

Hence, the inner product (f, v)] is a bounded linear func­
tional on W~(I), By Lemma III. 3 and the Riesz-repre­
sentation theorem (see Riesz-Nagy, 19 p. 61), there exists 
a vector u E W~(I) such that 

(u,v)= (f,v)] 

!or all v E W ~(I). To see that u is unique, suppose that 
u is any vector satisfying 

(it,v) = (f,v)] 

for all v E W HI). Then, by subtracting this equation 
from the last; 

(it - u, v) = o. 

Hence, it - u is orthogonal to all of W ~(I) and it - u = 0, 
whence u is unique. 

If f E W~(I), Lemma A.3 immediately implies that 
u E W~+I(I), provided l ~ 1. ~lso, if f E COO(i), then 
Lemma A. 3 implies u E Coo(I). When f is in L2(I), we 
must resort to another tactic because (u, v) is not de­
fined for v E L2(/) and Lemma A. 3 does not apply. 

First,9f all, if f E COO (/), we have already seen 
u E COO(I). We may integrate the inner product (u,v) 
by parts (see Sec, IIC) to obtain 

for all v E W~(I). By picking v E C~(I), the surface 
term vanishes and we must have that (Q + l)u = f, since 
the last equation holds with zero surface term for the 
dense set [in L2(I)1 C~(I), But then, using (Q + l)u = t, 
we have 

«(Q + l)u, v)] = (f,v)] 

for all v E W~(I) and the surface term in (*) vanishes: 

(0 A U, v) s = O. 
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By Theorem II. 4, the trace is dense in L2(5). Hence, ° A U is orthogonal to a dense set and we must have that 
0AU = O. Thus, if IE COO (I), U E D(Ho)' 

In gengral, if I E L2(1), there exists a sequence 
Ik E e'(1) which tendsJo I in L2(1). For each Ik' we 
have a unique Uk E COO (I) such that ° A Uk = 0 on S. By 
inequalities (3b), (3c), and (3d), 

since Ik = (Q + l)uk, this implies 

But Ik is a convergent sequence in L2(1) and hence 
Cauchy. The last inequality then tells us that Uk is a 
Cauchy sequence in W~(I). Since this space is a Hilbert 
space, the sequence Uk is convergent in W~(I) to some 
vector U E W~(I). Taking limits in the equation 

(Uk,V)= (fk'V)] 

gives 

(u,v)= (I,v)] 

for all v E W 2(1). Hence, U E W~(I) even when I E L 2(1). 

Since U E W~(I), an integration by parts c<2,upled with 
a repetition of the argument used in the COO (I) case 
gives 0AU = 0 on S (in the sense of trace) and (Q+ l)u=l. 
Hence, by definition of D(Ho)' U E D(Ho) and 

(Ho +l)u=l. 

Conversely, if (H 0 + l)u = I, an integration by parts 
shows (8) must hold for all v E W?i(I). QED 

We are now ready to prove Theorem III. 1. 

Proal 01 Theorem Ill. 1: An integration by parts 
coupled with property (C 3) of Q shows that H 0 is both 
symmetric and nonnegative. By Lemma III. 4, the range 
of H 0 + 1 consists of all L2(1). Since any symmetric 
operator whose range coincides with the whole space is 
self-adjoint (see Naimark,20 p.l03),Ho + 1 and, hence, 
Ho are self-adjoint. 

Given any E not in the spectrum of H o, T(E) is a 
bounded map from L2(1) to L2(1). We wish to show 
that if I E W~(I), then T(E)I E W~+2(1). 

Set U = T(E)/. Then (H 0 - E)u == I and Lemma III. 4 
implies 

«(Ho + l)u, v)] = (u,v)== «(E + l)u +I,v)] 

for all v E W~(I). We will use induction on 1 to show 
I E W~(I) implies U E W~+2(1). 

If 1 = 0, Lemma III. 4 insures that U E W~(I). Suppose 
that, for 1 = k, I E W~(I) implies U E W~+2(1). To com­
plete the induction proof, we must show that I E W~+ 1(1) 
implies that U EO W~+3(1). Clearly,! E W~+1(1) implies 
I EO W~(I) and, by hypothesis, U E W~+ 2(1). But then both 
U and I belong to W~+ 1(1) and, hence, so does (E + 1)u + I. 
By Lemma III. 4, we immediately have that U EO W~+3(1), 
which completes the induction proof. 

Next, we wish to show that T(E) is a compact map 
from L2(1) to W~(I). Again let U = T(E)/, (Ho-E)u==l. 
By taking limits in (3d), the inequality given there holds 
for u. That is, 
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Using the fact that T(E) is bounded and (H 0 - E)u = I, 
this last inequality gives 

I U 12 ,] :::; K 'II I II I' 

where K' depends on E, but not I. Hence T(E) maps 
bounded sets in L2(1) into bounded sets in W~(I). By 
Theorem II. 2, a bounded set in W~(I) is relatively com­
pact in W~(I) and L2(1). Thus T(E) maps L2(1) com­
pactly into W~(I) and L2(l). 

Since T(E) = (Ho - E)-I maps L2(1) into L2(1) com­
pactly, its spectrum consists of countably many eigen.,. 
values with 0 as the only limit point (see Ringrose,2l 
p.51). Hence, T(E)-l + E = Ho has a spectrum consist­
ing of countably many nonnegative eigenvalues with 
+ r:I) as the only limit point. 

We conclude by proving that any eigenfunction u. of 
H 0 is actually in COO (I) and classically solves the ~igen­
value problem. u j being an eigenfunction of H 0 implies 
that 

T(E)u j = (Ej - E)-luj , 

where E j is the eigenvalue corresponding to u j • From 
the start, we know uj E W~(I). But then T(E)u j and hence 
u j itself belong to W~(I). Applying the result again tells 
us that u j E W~(I) etc. Continuing in this way, we see 
that u j EO W~(I) for alll ::! O. By Lemma A. 2 (Sobolev's 
lem~a), uj E COO (1). Finally, the trace of a function in 
COO (I) is simply the restriction of the function to S. 
Hence 0A u j = 0 pointwise on S. Thus u j classically 
solves the eigenvalue problem. QED 

B. The case V oF 0 
The approach we take in this section is to add a suit­

ably restricted potential V to Ho using a theorem of 
Kato and Rellich. By some Simple arguments, we then 
obtain that not only is H 0 + V self-adjoint on D(H 0)' but 
that its spectrum is discrete, We then restrict our at­
tention to a class of potentials, which we call R-admis­
Sible, which will turn out to be the natural class of pot­
entials for which the R matrix is defined. For such pot­
entials, H 0 + V is bounded below and the completion of 
the Hermitian form ((H 0 + V + A + l)u, v) I' where A is 
a certain positive constant, induces an inner product on 
W ~ (1) whose associated norm is equivalent to the usual 
norm in W~ (f). We conclude with a result involving the 
expansion of functions in terms of the eigenfunctions of 
Ho + V, where V is R-admissible. 

Lemma Ill. 5 (Kato-Rellich theorem),' Let A be 
self-adjoint and let B be an Hermitian operation obeying: 

(a) D(B)::) D(A), 

(b) There is an a < 1 and b > 0 such that 

II Bl/III :::; allAl/Il1 + bill/ill 
for alll/l E D(A). Then A + B defined on D(A) is self­
adjoint. 

Proal: See Kato, 10 pp. 287-89. 

An Hermitian operator B satisfying (a) and (b) with 
respect to a self-adjoint operator A is said to be Kato­
small with respect to A (see Simon,5 p. 206). 

Theorem Ill. 2: Let V be an Hermitian operator 
which is Kato-small with respect to Ho. Then the opera­
tor 
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H = Ho + V, D(H) = D(Ho) 

is self-adjoint and the spectrum of H consists of count­
ably many eigenvalues with ± ex) being the only limit 
pOints. Moreover, the operator (H - E)-l maps L2(J) 
compactly into W 2(1) and, hence, L 2(1) for any complex 
number E not in the spectrum of H. 

Proof: The self-adjoiiltness follows directly from 
Lemma lIT. 5. We need only address our attention to 
the compactness of (H - E)-1 and the discreteness of 
the spectrum of H. 

Suppose that E is not in the spectrum of H, then 
(H - E)-1 exists and is a bounded operator on L2(1). 
Given any f E L2(1), let v = (H - E)-If. Applying 
H 0 + V - E = H - E to v and rearranging terms, we 
have 

H OV = f - Vv + Ev. 

Because V is Kato- small with respect to H 0' 

II Vv 11 1 ::0 allHov II + bll v II, 

where 0 < a < 1 and b > O. Applying Hie triangle in­
equality to the expression for Hov and using the last 
inequality, we have that 

USing this last inequality coupled with the boundedness 
of (H - E)-I, we have 

where C is a constant depending on a, b, and E, but not 
v or f. By inequality (9), we have that 

and, hence, 

Hence, by (10), (H - E)-I maps a set bounded in L2(J) 
into a set bounded in W~(I). By Theorem 11.2, any 
bounded set in W~(J) is relatively compact in W~(1) 
and, hence, in L2(1). Be definition, (H - E)-1 maps L2(1) 
compactly into W~(I) and L2(1). 

The discreteness of the spectrum of H is simply a 
repetition of the argument used to prove the discrete-
ness of the spectrum of H o. QED 

For the purpose of the R matrix, the class of potentials 
which are Kato-small with respect to Ho is too broad. 
We now define a restricted, but physically interesting 
class of potentials. 

Definition (R-admissible operators): Let V be an 
Hermitian operator with D(V) C L2(l). V is said to be 
R-admissible if D(V) :::l W~(I) and if, for all f E W2(1), 

(11) II Vf 11 1 ::0 M If I 1.1' 

where M is a constant which is independent of f. 
Clearly, any bounded Hermitian operator on L2(J) 

is R-admissible. In Appendix B, we will show that the 
many-particle coulomb potential is also R-admissible­
along with Coulomb-like potentials (the Yukawa poten­
tial, for example). 
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We now show that every R-admissible potential is 
Kato- small with respect to H 0 and, hence, that Theorem 
III. 2 holds for such potentials. 

Corollary Ill. 1: Let V be any R-admissible poten­
tial. Then V is Kato-small with respect to H 0 and, 
hence, Theorem III. 2 holds for such potentials. 

Proof: Let u E D(Ho). Then, by Theorem III.l, 
u E W~(1) and, hence, U E W2(J). By the interpolation 
theorem (Theorem 11.3), 

I ult 1 ::o Y(EI ul~.I + ciliu lin 

for all 0 < 10 ::0 1. Combining this with (9) and (11), we 
have that 

By chOOSing 10 so that 

10 < t(M2yK2)-I, 

we have 

II Vu 11 1 ::0 iliHoU II + bllu 11 1, 

where b depends on M, y, and K. Hence, V is Kato- small 
with respect to H 0 and Theorem 111.2 applies. QED 

In the next theorem, we will introduce an inner pro­
duct on W~(1) which will playa vital role in the con­
struction of the R matrix. For the most part, the next 
theorem is the reason for introducing R-admissible 
potentials. 

Theorem Ill. 3: Let V be an R-admissible operator. 
Then there exist positive constants A, PI' and P2 such 
that 

(12) P 11 u I L ::0 (u, u) + (Vu, u) 1 + A II u 111 ::0 P21 u I L 
for all u E W~(1). Here (u,u) is defined by (5). Hence, 
the Hermitian form 

(13) (u, v)v, A == (u,v) + (Vu, v)1 + A(U, V)1 

is another inner product on WMl) and the norm 

(14) (u) v, A = (u, u) V, 0 1/2 

is equivalent to the usual norm on W~(J). Moreover, 
given any U E D(Ho), 

(15) (U,V)V,A= «(Ho + V+ A + 1)u,v)1 

for all v E W 2(1). Hence, the operator H == H 0 + V is 
bounded below. 

Proof: We will work with the lower half of (12) 
first. From Schwartz's inequality and Lemma III. 3, 
we have that 

(U, u) + (Vu, u) 1 ~ C- 1 1 U I tl - II Vu II II U II. 

Coupling this with (11), which holds because V is R­
admissible, we obtain 

(*) (u,u) + (Vu,u)1~C-llult1-MllullluI1,I' 

For any three positive numbers a, b, 10, it is obvious that 

ab::o i(w 2 + c 1b 2 ). 
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Applying this to (*) gives 

(u, u) + (Vu, U)I ~ (C-l - tMt:) I u I L - tMt:- 1 11 u 111-

Choosing t: = C-IM-l and ~ = tM2C, we have tc If I ~ I 

::s (U, u) + (Vu, u)/ + A(U, u)/ ::s (C + M + ~) I u I ~.I' where 
the right half of the tnequality follows from Lemma 
m. 3, inequality (11), and the fact that II u lit ::s I u I tI' 

Finally, (15) follows directly from Lemma III. 4 and 
the definition of (u, v)v. A' QED 

We remark that (15) implies that the inner product 
(u, v) V. A could have been obtained by completing D(H 0) 
in the inner product «Ho + V + A + l)u, v)/. 

We conclude with a theorem concerning the expan­
sions in the eigenfunctions of H = H 0 + V for V R­
admissible. 

Corollary Ill. 2: Let V be R-admissible and let 
uj be the orthonormal eigenfunctions of H = Ho + V 
belonging to the eigenvalues E j • For any v E W~(I), let 

then the expansion 

converges to v in both L2(1) and W~(I). Moreover, we 
have 

"" (V)~.A= z:; (Ej + ~ + 1)1 aj l 2• 
}~o 

Proof: By Theorem III. 3, the set of functions 

U. = (E. + ~ + 1)-1!2U. 
)} } 

is obviously orthonormal in the inner product ( , )v. A' 

Moreover, any function v E W~(I) for which 

(uj,V)V.A=O 

for all j must vanish. This follows because 

(UjV)V,A = «H + ~ + l)u j , v)/ 
and 

Hence, all the Fourier coefficients of v vanish and 
v = O. But then, the orthogonal complement of the span 
of the u. in W ~(I) is the space consisting of the 0 vector. 
Hence, ilie u. span W;(I) (see Riesz-Nagy,19 p. 72) and 
the u. form ~ complete orthonormal set in W~(I). The 
rest ~f the theorem follows from the properties of such 
a set plus some minor computations. QED 

In clOSing, we remark that if V is a smooth function, 
then much of the regularity theory presented in the last 
section carries directly over to the case of nonzero V. 

IV. CONCLUDING REMARKS 

Although we have avoided the question of spin depen­
dent systems, such systems present no real difficulty 
as long as the spin dependent interactions are confined 
to the potential term V. For the case in which the spin 
dependence is carried in the kinetic energy terms (e.g., 
the Dirac equation), the eigenvalue problem is different 
and our results do not apply. 
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Finally, if the surface 5 of the internal region has 
finitely many "corners" and "edges," our results 
obviously hold. 
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APPENDIX A 

In this appendix, we collect some definitions and 
lemmas given by Schechter.6 • 9 We will use these in 
Sec. III. 

1. Ellipticity, proper ellipticity, covering set 

A (2k)th-order partial differential operator 

L = - 2:; Aa(x)Da, 
lal:>;2k 

Aa(x) E c""(l), is said to be elliptic in I if the charac­
teristic polynomial 

vanishes for no real n-component vector ~. The elliptic 
operator L is said to be properly elliptic in I if for 
every Xo E 5, every real nonzero vector T tangent to 
5 at x 0' and every real nonzero vector N normal to 5 
at x 0' the polynomial 

has exactly k roots, 

~ 1 (T, N), ... ', ~k(T, N), 

with positive imaginary parts. 

By a boundary operator, we mean an operator of the 
form 

B = L:; ba(xo)Da, 
lal:>;". 

where the coefficients b a(x O) need only be defined on the 
boundary 5, but are assumed infinitely differentiable 
there. 

A set of k boundary operators {B j}l~ 1, 

where m . < 2k, is said to cover the properly elliptic 
operator} L if at every pOint x OE 5, and for every real 
nonzero vector T tangent to 5 at x 0 and every real non­
zero vector N normal to 5 at x 0' the polynomials 

Qiz) == L:; bjct(xo)(N + zT)a 
lal ~ "'j 

are linearly independent modulo the polynomial 

k 

5(z) = n [z - ~j(T, N)], 
j~1 
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where AiT, N) are the roots of P(z) with positive ima" 
ginary parts. Said another way, the equation 

k 

~ C j(x o)Qj(z) = M (z)S(z), 
j=l 

where M(Z) is some polynomial in z, holds only if 
Cj=M(z)=Oforj =1, ... ,k. 

For more details, we refer the reader to Schechter's 
papers.6. 9 

2. Three important lemmas 

We now state three lemmas: The first involves an 
inequality for properly elliptic operators, the second 
and third are regularity theorems. 

Lemma A.1 (Schechter): There exists a constant 
K depending only on I, L, and the B j such that 

Ivl~k.1 ~K(IILvll~ +lIvW 

for all v E COO (I) satisfying 

Bjv=O onS, j=1, ... ,k, 

if and only if L is proPerly elliptic and the set {B j H=l 
covers L. 

Proof: See Schechter 9 for the statement and 
references. 

Lemma A. 2 (Sobolev): If u E W~(I) for all l ~ 0, 
then U E COO (I) after correction on a set of measure 
zero. 

Proof: See Sobolev, 13 p. 69. The statement we use 
may be found in Schechter,6 Lemma 6.l. 

Lemma A. 3 (Schechter): Let E i , E; be partial dif­
ferential operators of order ~ m j ~ m. For all f, g E 

Wp(I), define 

Further suppose that there exists a constant c such 
that 

c-1Ifl~.1 ~ (f,j>~ cl/l~.1 

for all I E Wp(I). If U E Wp(l) and g E W~(I) satisfy 

(u,v)= (g,V)1 

for all v_ E W~(I), then U E w~m+I(I). Moreover, if 
g E c;oo(l), then so is u. 

Proof: See Schechter,6 Theorem 6. 1, for a more 
general statement of the theorem and for the proof. 

APPENDIX B 

Consider a system of N particles with positions 
Xl' X2 , ••• , x N and let x stand for the 3N-dimensional 
position in configuration space. We wish to show that 
the many particle Coulomb-like potential 

(1) Vex) = ~. [C ij(x)/ I Xi - Xi I ], 
'-J 
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where C ij(x) = C;;:ji(X) is a real, bounded measurable 
function of x in I, is R-admissible. Supposing that I 
is in the domain of the operators 

I Xi - Xi 1-1, 
we have 

where M ij bounds C ij(X). To show that V(x) is R­
admissible then reduces to showing that for all f E 

W~(I), there exists a constant K, independent of f, 
such that 

(3) IIlxi -x.I- 1/11 1 ~Klfl1 1" 
J • 

Theorem B.1: Vex) is R-admissible 

Proof: Let I E cC;; (E3N) and let X = Xi - Xj and 
r = I XI. Holding all the coordinates except X l'X 2'X 3 
constant, we have the following inequality due to Cou­
rant, 22 p. 446: 

(I 01 12 1 al 12 I al 12) ~ 4 J ax 1 + ax 2 + ax 3 d
3 
X, 

where the integrals are over all values of X. Integrat­
ing over the remaining coordinates of f and using the 
obvious inequality 

/.!Lj2 + /.!L12 + 1~12 ~ c21vI 12, 
aX l ax 2 ax3 

where C comes from changing coordinates, we have 

IIflrll 3N ~ 2CIIVfll 3N E E 

Also, 

II VI IIE3N ~ 1/1 1• E3N · 

Hence 

(4) II fir IIE3N ~ 2C 1/1 1.E3N· 

By Lemma II. 1, cC;; (E3N) is dense in W?i(I). Hence, 
by taking limits, (4) holds for all f E W?i(E3N). By the 
Calder6n extension theorem (Lemma 11.2), given any 
f E W~(I), there exists a bounded linear transformation 
T from W~(I) to WME3N) such that 

Tfll = f· 

USing Tf in (4) along with the obvious inequality, 

we have 

(5) III/rill ~ 2C I Tf I 3N ~ 2CC' 1t11 I' k,E . 

where the upper inequality follows from the boundedness 
of T. Hence, (3) holds for all I E W~(I) with K = 2CC'. 
By our earlier diSCUSSion, it immediately follows that 
Vex) is R-admissible. QED 

Two remarks are now in order: First of all, Vex) not 
only includes the case of the Coulomb potential, but also 
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the Yukawa potential; secondly nothing precludes separ­
ating out the center of mass and the result holds even 
in that case_ 
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In this paper, it is shown that Wigner's R matrix, for a certain class of unbounded potentials which 
may be nonlocal or have Coulomb-type singularities, exists, is a compact operator, and that the 
expansions associated with the R -matrix converge. For the same class of potentials, a perturbation 
theory is constructed and conditions are given for the convergence of the resulting Born-type 
expansions. 

1. INTRODUCTION 

A. Background 

The existence and properties of the R matrix and the 
convergence of the expansions associated with it have 
been rigorously examined only in one-dimensional cases 
or cases in which separation of variables is possible, 1 

even though the R matrix has been used extensively since 
its inception. 2 In this paper, we will show that, in a gen­
eral setting, the R matrix exists, is a compact operator, 
and that the usual expansions associated with it con­
verge. In addition, we will construct a perturbation the­
ory for the R matrix and give conditions for the conver­
gence of the Born-type expansions that arise. 

In Paper I, 3 we discussed a slightly generalized ver­
sion of the eigenvalue problem associated with the R 
matrix. Similarly, we shall also discuss a generalized 
version of the R matrix. In the usual R matrix theory, 
the configuration space of a system of particles with n 
spinless degrees of freedom is divided into two regions: 
the internal region I, which is bounded and has a smooth 
surface S; and, the external region, which is the com­
plement of I. Given, in I, a solution IjJ to the time-inde­
pendent Schrodinger equation, 

(- A+ V)IjJ = EIjJ, ( 1) 

the R matrix takes oljJ/on (= normal derivative of IjJ on S) 
into IjJ Is (= restriction of IjJ to S or "value of IjJ on S"). 
Instead of the time-independent Schrodinger equation, 
we shall consider the partial differential equation 

n a oljJ 
(Q + V)IjJ= - i!i.l oX

j 
Ai/X) OX

j 
+ VIjJ=EIjJ. (2) 

Here, the Ai/X) are smooth and form the components of 
a uniformly positive definite Hermitian matrix. In this 
more general case, we define the R matrix as the oper­
ator which takes the derivative 

(3) 

where the nj are components of the outward-drawn nor­
mal to S, into IjJ Is' In case Aiix) is the unit matrix, we 
are back to (1) and the usual R matrix. 

A formal expansion for the "generalized" R matrix 
can be obtained in the same way as the formal expansion 
for the usual R matrix. First, the eigenvalue problem 

(Q + V)Uk=EkUk, a AU K=O on S (4) 

is solved; then, I/J is expanded in the Uk' 
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1/!='tAkUk • 
k=O 

( 5) 

Using Green's theorem, it is easily seen that 

Ak=(Ek-E}-l(Ukls,oAI/J)s' 

where ( , )s is the inner product in L 2(S) with the usual 
surface measure and Uk I s is the restriction of Uk to S. 
Substituting the expression for A k into the expansion for 
I/J and evaluating on the boundary S, we obtain 

Thus the R matriX, R(E), has the formal operator ex­
panSion 

~ 1 
R(E)=L:-E E Pk' 

k=O k-

where, for any aEL2(S), 

Pka= ukl s (Uk Is, a)s' 

(6) 

There are two major difficulties with the approach 
outlined above: we have assumed (a) the existence of a 
I/J satisfying (2) and having roughly arbitrary surface 
derivative a A, and (b) the convergence of the expansion 
(5) to IjJ on S. (a) is crucial, for without it, R(E) may not 
be densely defined and, hence, may not be an operator! 
In Sec. 3, we will show that it is possible to resolve 
these difficulties for a large class of Hermitian opera­
tors V, which we call R admissible and which includes 
potentials with Coulomb-type Singularities (see Sec. 
2 C). 

B. Organization and summary 

The remainder of the paper is divided into two sec­
tions. In Sec. 2, we establish notation and summarize 
Paper 1. In Sec. 3, we construct the R matrix for R­
admissible operators (see Sec. 2 C), show that it is 
actually a compact operator, and prove that the expan­
sion (6) converges to R(E) in the uniform topology of 
L2(S). In the last part of Sec. 3, we construct a per­
turbation theory for the R matrix and give conditions for 
the convergence of the resulting Born-type expansions. 

2. SUMMARY OF PAPER I 

A. Notation 

In what follows, the symbol I denotes a bounded, open 
region of Euclidean n-dimensional space, En. The 
boundary (surface) of I, S, is an infinitely differentiable, 
(n- 1)-dimensional manifold. Sis orientable and I lies 
entirely on one side of S. 

Copyright © 1974 American Institute of Physics 1635 
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We will use a number of spaces in the course of the 
paper. L2(1), L 2(S), and W~(I) are, respectively, the 
spaces of complex-valued square integrable functions on 
I, 5, and the space of complex-valued functions on I 
which have all 0 <S j <S 1 square integrable generalized 
derivatives. 3,4 The inner products and norms are de­
noted by ( , )1' II III; ( , )5' II lis; and [ , l/,I' I 1/,1' 
respectively. All inner products are linear on the 
right and conjugate linear on the left. 

In addition to these Hilbert spaces, we will also use 
the spaces COO(!), COO(S), and C;(I). These are, respec­
tively, the set of all complex-valued, infinitely differ­
entiable functions on f(== closure of I), S and the subset 
of C~(I) whose elements vanish outside of some compact 
subset of I. 

By Q, we denote the partial differential operator, 

where Aij(x) satisfies 

(Cl)Aij(x) E COO(!), 

(C 2 )Aij(x) =A ji(X), 

(C 3 ) fJ. o I ~ 12 <S z:: ~iAjj(X)~j <S fJ. l I ~ 12, i,1 . . 

(7) 

and where fJ. o, fJ. l are positive constants and ~ is an ar­
bitrary n-component complex-valued vector with norm 
I ~ I. (C 2 ) and (C 3 ) hold for all x E T. By 0 A we denote the 
boundary operator, 

o 
0A == z:: njAiix) -0 -, 

1,1 X j 
(8) 

where n i are the components of the outward unit normal 
to S. 

B. The trace of a function in W2/(1) 

Given an arbitrary function fin L2(1), it is impossible 
to aSSign any meaning to the restriction of I to S. How­
ever, for functions in W2

/(1), 1 ~ 1, this is possible, as 
the following "trace theorem" shows. 

Theorem 2.1: For allf EC"'(J) and every E>O, lis 
satisfies 

11t1 5 lis '% E Ifll.I+ C(E)lIf III' 

where C(E) depends on I and E, but not I. Hence, the 
linear map 7f= II s can be extended to all functions in 
W2l(1) and, when so extended, is a compact map from 
W2l(1) into a dense subset of L2(S). 

Proof: The proof and a discussion may be found in 
Paper I (Theorem 1. 4). Further references are given 
there. 

As we pointed out in Paper I, the trace can be used to 
extend the formulae for integration by parts to all func­
tions in W21(1). This is because! E W/(I) implies all 
derivatives of! of order 1-1 or less are in W/(I). 

C. The eigenvalue problem 

Given an Hermitian operator V on L2(1), the eigenvalue 
problem associated with the R matrix is to find a com­
plete set of eigenfunctions Uk such that 
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(9) 

where Q is defined by (1) and 0 A by (2). The last equation 
is taken to hold in the sense of trace. Precisely, let 

Ho=QID(Ho)' (10) 

where D(Ho) consists of all I in Wz 2(I) such that a AI == 0 on 
S. We then have the following theorems from Paper I. 

Theorem 2.2: The operator Ho is positive and self­
adjoint. Given any complex number E not in the spectrum 
of H o, the operator (Ho-E)-l maps W2/(I) into W/·2(I) 
for alll ~ O. In particular, (Ho - E)-l maps Coo(T) into 
COO(!). Also, (Ho - E)-I maps L2(1) compactly into W/(1). 
The spectrum of Ho consists of countably many nonnega­
tive eigenvalues with + 00 being the only limit point. The 
eigenfunctions of Ho are in COO(T) and pointwise satisfy 
the boundary conditions. 

Proof: See Paper I, Theorem 1. 2. 

Theorem 2.3: Let V be an Hermitian operator 011 L2(I) 
satisfying 

(a) D(VbD(Ho)' 

(b) there is an a< 1 and b>O, 

such that 

II VfllI <Sa IIHofll[+ bill iiI' 

for all fin D(Ho)' (i. e., V is Kato-small with respect to 
Ho). Then, the operator 

H =Ho + V, D(H) =D(Ho) 

is self-adjoint and the spectrum of H consists of count­
ably many eigenvalues with ± 00 being the only limit 
points. Moreover, the operator (H _E)-l maps L2(I) 
compactly into W2l(1) and, hence, L2(1), for any complex 
E not in the spectrum of H. 

PrOOf: See Theorem 2.2, Paper I. 

An Hermitian operator V with D( V) c L2(1) is said to be 
R-admissible if D(Vb W2l(1) and if for allf E W/(I), 

II VfllI "'M Ifll,I' 
where M is independent of f. 

We remark that, besides including all bounded 
Hermitian operators, the class of R-admissible opera­
tors includes fue phySically interesting Coulomb-like 
potential 

where Cij(x) is a real-valued bounded function of x and 
Xi is the position of the ith particle in an N particle 
system. 

R-admissible operators will playa central role in the 
construction of the R matrix. -

Theorem 2.4: Let V be R-admissible. Then V is 
Kato-small with respect to Ho and, hence, Theorem 3 
holds for such V. Moreover, H=Ho+ V is bounded below 
and there exists a constant A such that the Hermitian 
form 



                                                                                                                                    

1637 Francis J. Narcowich: The mathematical theory of the R matrix. II 

J of og " 
(j, g)y "" ~ -OJ - A ij(x) -;--x d x + (VI, g) 1+ X(f, g) I' 

I,,} uX i U j 
( 12) 

which is defined for all f, g E W2
1(1), forms a new inner 

product on W21(I) whose norm, 

is equivalent to the usual norm on W/(I). Finally, if 
fED(Ho)' gFW2

1(1) 

(13) 

(j,g)y=«Ho+V+X)/,g)[> (14) 

and, conversely, if there exists hEL2(1) such that 

(j, g)y= (h, g)l' 

then IE D(Ho) and h= (Ho + V + x)/. 

Proof: See Theorems 2.1, 2.3, Corollary 2.1 and 
Lemma 2.4 of Paper I. 

Concerning the inner product ( , lv' we have the fol­
lowing important corollary: 

Corollary 2.1: Let V be R-admissible and let Uk be 
the orthonormal eigenfunctions of H =Ho + V belonging 
to the eigenvalues E k' For any v E W2

1(1), let 

A k "" (Uk' v) l" 

Then the expansion 
~ 

L: AkUk 
k=0 

converges to v in both L2(1) and W21(1). Moreover, we 
have 

(V>y2 = i (E k + x) IAkI2. 
k=O 

Proof: See Corollary 2.2 of Paper I. 

We close by remarking that if V preserves W2 '(I) for 
all l ~ 0, then the part of Theorem 2 concerning the reg­
ularity of (Ho - Et1f holds for (H - Et11 as well. 

3. CONSTRUCTION AND PROPERTIES OF THE 
R-MATRIX 

To construct the R matrix, we first solve the boundary 
value problem 

(Q+ V)1/!=E1/!, (15) 

°A1/!=U, 

where U E C~(S), 1/! E W2
2 (I), E is not an eigenvalue of 

H =Ho + V, and D(Vb C~(T). Next, we define a linear 
operator UtE) which maps U into 1/!. If V is R-admissible 
UtE) can then be extended to a compact map from L2(S) 
to W21(1). Finally, the composition TU(E) is the R 
matrix, R(E). TU(E) maps U= 0 A1/! into the value of 1/! on 
the surface S. 

The procedure outlined above is carried out in Secs. 
3 A and B. In Sec. 3 C, we discuss some of the prop­
erties of the R matrix and show that the Mittag- Leffler 
expansion given in Sec. I A converges in the uniform 
topology of L2(S). Finally, in the last section, we dis­
cuss the perturbation of R matrix and give conditions for 
the convergence of Born-type expansions_ 

A. Solution of the boundary value problem 

To solve the boundary value problem (15), we will 
borrow a trick from the theory of partial differential 
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equations: Pick any vE W22(I) and suppose 0AV=U. If 1/! 
solves (15) and 1/!E W2

2(I), then l/!-vED(H) because 
o A(1/! - v)= u- u=O. Applying H - E to 1/! - v and using the 
definition of H, we have 

(H -E)(1/! - v)=(Q + V -E)1/! - (Q + V -E)v. 

Since 1/! solves (15), the first term on the right vanishes. 
After multiplying by (H - Etl and rearranging terms, we 
obtain 

1/!=V-(H-E)-1(Q+ V-E)v. (16) 

Conversely, given 1/! satisfying (2) with v having the 
properties stated earlier, 1/! obviously satisfies the 
boundary value problem (15). With this in mind, we now 
prove the following theorem: 

Theorem 3.1: Given any UE C~(S) and any Hermitian 
operator V such that V is Kato-small compared to Ho 
(see Theorem 2.3), and such that D(V):) C~(f), the 
boundary value problem 

(Q+V)1/!=E1/!, 0A1/!=U, 

where E is not an eigenvalue of H=Ho+ V, has a unique 
solution in W22(J). Moreover, if V maps C~(l) into C~(f), 
then 1/! E C~(f) and the boundary conditions are satisfied 
pointwise. 

Proof: By a theorem of Schechter (Ref. 5, Corollary 
4. 1), it is possible to construct a function v E C~(f) such 
that 0 A v = u. If we define 1/! by (2), we See that 1/! E W22(1) 
(see Theorems 2.2 and 2.3). If V preserves C~(f), then, 
by the remark at the end of Section 2.3, (H - E)-I pre­
serves C~(f). Since v E C~(l), (Q + V - E) v E C~(f) and 
hence, 1/! E C~(f). Successively applying (Q + V - E) and 
0A to 1/!, we see that 1/!, as defined by (16), solves (~5). 
Moreover, the continuity of the derivatives of 1/! in J 
guarantee that the boundary conditions on taken on point­
wise, otherwise they are taken on in the sense of trace. 

Finally, we will show that 1/! is unique and, hence, in­
dependent of our choice of v. Suppose l/!' E W22(I) also 
solves (15). Then 1/!-l/!' ED(H)=D(Ho), for 0A(1/!-1/!') 
=u- u=O. Applying (H -E) to 1/!-1/!' gives 

(H -E)(1/! -1/!') = (Q + V - E)1/! - (Q + V - E)l/f=O. 

Since E is not in the spectrum of H, we must have l/!= l/!'. 
Hence,1/! is unique and depends only on u_ QED 

Two remarks are now in order. First, Theorem 3.1 
holds for any R-admissible V because D(V):) C~(f). 

Second, l/!=O if and only if u=O: Obviously, if u=O, 
v E D(H) and (2) vanishes identically. Conversely, if l/! 
=0, (2) implies that vED(H) and hence, u=O. 

Since l/! is uniquely determined by u, we may define the 
following map UtE): 

U(E):u-1/!. ( 17) 

UtE) is obviously linear and is defined for all U E C~(S). 
The next section will be devoted to studying UtE). 

B. The operator U(E) 

The main result of this section is the following 
theorem: 

Theorem 3.2: Let V be R-admissible. Then the oper­
ator UtE) defined by (17) can be extended to all of L 2(S) 
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and when so extended is a compact map from L 2(S) to 
W21(I). Moreover, setting 1/1= U(E)a and letting! E W21(I) 

<I,1/I)y=(rl,a)s+(E+X)(f, 1/1)1' (18) 

where <, )y is defined by formula (12) and rl is the 
trace of I. Finally, U(E)a=O if and only if a=O. 

Prool: We begin by justifying (18) for a E COO(S). To do 
this, we need only note that 1/1 = U(E)a E W22(1) by Theorem 
1 and integration by parts is justified. Hence, 

Since a A 1/1 = a, 

(19) 

formula (18) follows immediately. 

Setting E = - X (which obviously cannot be in the spec­
trum of H) in (18), we have 

(20) 

where I E W/(I) and aE COO(S). However, (20) implies that 
U(- X)a is nothing more than the adjoint of the compact 
operator r, relative to the inner product < , )y on W/(I), 
when restricted to a E COO(S). Hence, we may extend 
U(->..) to all of L2(S) by this correspondence. Since r is 
a compact map from W/(I) to L2(S) (see Theorem 2.1), 
the adjoint of r relative to < , )y is a compact map from 
L2(S) to W2\I) (see Riesz-Nagy, Ref. 6, p. 217). Hence, 
U(- X) can be extended to a compact map from L2(S) to 
W21(l). 

Again restricting a to COO(S), we obtain from (16) the 
following relation between U(- x)a and U(E)a by sub­
stituting U(- X)a for v: 

U(E)a= U(- x)a- (H _E)"l (Q + V -E)U(- X)a. 

Since (Q + V)U( - x)a= - XU( - x)a, this last formula im­
plies 

U(E)a == U( - x)a + (X + E)(H - E)"lU( - X)O" 

or, for O"ECOO(S), 

U(E) = U( - X) + (X + E)(H - E)-lU( - X). 

By means of (21), we can extend U(E) to all of L2(S). 
Moreover, U(E) is compact as a map from L2(S) to 
W21(I) because it is the sum of the compact operator 

(21) 

U( - X) plus the product of the compact operator (H - E)-l 
with U( - X) [(H - E)"l maps L2(I) compactly into W21(I) by 
Theorem 2.3, it therefore maps W/(I) C L2(1) compactly 
into W2V)]. 

Formula (18) may be established for all O"EL2(S) by 
first noting that this has already been accomplished for 
COO(S), which is dense in L2(S) (see Ref. 4, p. 40) and 
then by taking limits. 

Finally, U(E)O"=O implies (rl, O")s =0 for all I E W/(I). 
Since the range of r is dense in L2(S) (Theorem 1. 1), 
0"=0. Conversely, we have already seen that 0"=0 im-
plies 1/1=0. QED 
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We remark that even for arbitrary 0", U(E)O" still sat­
isfies the boundary value problem (15) in a generalized 
sense. It is relatively easy to show that if Qo'" Q I D( 00>' 

where D( Qo) is the set of all I E C~(I), then 

(Qt + V)(U(E)O") = EU(E)O". 

The boundary conditions are then satisfied in an inner 
product sense. 

The following corollary to Theorem 2 will be crucial 
in establishing the convergence of the R matrix expan­
sions: 

C oroll ary 3. 1: Let V be R -admissible and let Uk' and 
Ek be as in Corollary 2.1. Then, if E *- E k, 

Ak = (Uk' U(E)O") 

is given by 

and the conclusions of Corollary 2.1 hold. 

Pro 0/: Let 1/1 = U(E)O", by Theorem 2.4, 

<I, 1/I)y= «(H + X)/, 1/1)1 

for any I E D(H). Setting 1= Uk' we have 

(Uk' 1/I)y=(Ek+X) (Uk' 1/1)1' 

By (19), however, we also have 

(U k' 1/I)y= (rUk, 0") + (E + x)(U k' 1jJ)1' 

(22) 

Solving these two equations for (Uk' 1/1)1 =Ak gives (22). 

QED 

C. The R matrix 

In what follows, we assume that V is R-admissible and 
that E is any complex number not in the spectrum of H. 

As we pointed out in the introductory paragraphs to 
this section, the R matrix is defined by 

R(E) = rU(E). (23) 

For 0" E COO(S), R(E) maps the derivative a A (U(E)O") into 
the value of U(E)O" on S. 

The next theorem gives several important properties 
of R(E). 

Theorem 3.3: R(E) is a compact map from L2(S) to 
L2(S). The spectrum of R(E) consists of countably many 
eigenvalues with 0 being the only limit point. In addition, 
the Hermitian from (a,R(E)O")s' a,O"EL2(S), has the 
absolutely convergent Mittag-Leffler expansion 

00 

(a,R(E)O")=L(Ek-E)-l (a, rUk)s (rUk,O')s' (24) 
k=O 

Hence, R(E)*=R(E) and, for real E, R(E) is self­
adjoint, 
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Proof: Since R(E) is the composition of the compact 
maps U(E) (Theorem 3.2) and T (Theorem 2. 1), R(E) is 
itself compact. The characterization of the spectrum of 
R(E) is simply the characterization of the spectrum of an 
arbitrary compact operator (see Widom, Ref. 7, p. 23). 

To establish (24), consider formula (18) with f 
=U(E)a, and I/I=U(E)a, 

(U(E)a, U(E)a)y = (TU(E)a, a)s + (E + x) (U(E)a, U(E)a) l' 

Hence, 

(TU(E)a, a)s = (U(E)a, U(E)a)y - (E + X)(U(E)a, U(E)a) l' 

Using Corollary 3.1 and Corollary 2.1, this last 
formula becomes 

~ E k + X ) 
(R(E)a, a)=6i IE

k
- E 12 (a, TUk)s (TU k , a s 

oo E+X -Fa IE
k
-EI 2 (a, TUk)s (TUk, a)s' 

After Simplification, we obtain 

Upon conjugation, we obtain (14). The expansion is ab­
solutely convergent because it is the difference of two 
absolutely convergent expansions. Finally, to see that 
R(E)* =R(E), replace E by E in (9), interchange the 
roles of a and a, and conjugate. This gives 

Hence, for all a, a E L 2 (S), 

(R(E)a, a)s = (a, R(E)a)s' 

This is only possible if R(E) =R(E)*. QED 

Theorem 3.3 already establishes the convergence of 
the matrix expansions for R(E). In the next theorem, 
which is the main result of this paper, we will prove 
that the operator expansion (6) converges in the uni­
form topology of L2(S). 

Theorem 3.4: Let Pk be the projection 

Pka= TU k , a)s' 

Then, R(E) has the operator expansion, 

oo 1 
R(E)=L: E---"E Pk' 

1<=0 k-
(25) 

where the expansion holds in the uniform topology of 
L2(S) [i. e. (25) converges norm-wise to R(E). See Ref. 
6, p. 150]. 

Proof: By Corollaries 1 and 2.1, 

.. 1 
U(E)a=Po Ek-E TUk (TUk, a)s' 

where the expansion given converges to U(E)a in the 
norm of W21(I). Since T, the trace, is a compact map 
from W/(I) to L2(S) (see Theorem 2.1), it is also con­
tinuous. Hence, 
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Thus, the expansion (25) converges to R(E) in the strong 
sense. To prove uniform convergence, we must show 
that (25) converges independently of a. 

First of all, we note that for real E, the operator 
sequence R N(E), defined by 

is an increasing sequence of operators which is bounded 
above: 

By (25) we have, 

(a, RN(E)a)s <s (a, R(E)a)s' 

Hence, by a theorem of Vigier (see Ref. 6, p. 263), 
R N(E) has a uniform limit. Since the uniform limit and 
the strong limit are the same, provided the former 
exists, 

R(E) = uniform-limit R N(E) 
N~" 

and (25) holds uniformly for real E. For complex E, a 
similar argument holds after breaking R(E) into real 
and imaginary parts. QED 

D. Perturbation of the R matrix 

Let VI and V be R-admissible operators. Obviously, 
the sum VI + V is also R-admissible and, assuming E is 
not in the spectrum of either HI =Ho + V, H=Ho + VI + V, 
we can form the operators U1(E), R 1(E) and U(E), R(E) 
associated with HI and H. Two questions naturally arise: 
(1) How are U1(E), R1(E) and U(E), R(E) related? (2) Can 
we obtain Born-type expansions for U(E) and R(E) in 
terms of U1(E), R 1(E) and "powers" of V? 

To answer the first question, let a E Coo(S) and let 
1/11 = U1(E)a and 1/1= U(E)a. By Theorem 1, 

and 

(Q + VI + V)I/I=EI/I. 

Subtracting the first equation from the second and noting 
that a A 1/11 = a= a A 1/1 implies that 1/11 -1/1 E D(Ho), we have 

(H1-E)(I/I-I/II)=- VI/I, 

or, returningtol/l=U(E)a, 1/11 = U1(E)a, 

U1(E)a= [1 + (HI - E)-IV] U(E)a, (26) 
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for all (J E C~(S). Conversely, a similar argument shows 
that 

(27) 

which holds for all (J E C ~(S). This leads us to our next 
theorem, 

Theorem 3.5: If E is not in the spectrum of H or Hv 
then both (HI - EtlV and (H _E)-IV map W/(I) compactly 
into itself; in addition, the following hold: 

(a) 1 - (H - E)-lV::= [1 + (HI - E)-lV]"\ 

(b) U(E)=[I+(Hl -E)"lV]-lUl (E), 

(c) R(E) = 7[1 + (HI - E)-lV]-l Ul(E). 

Proof: The R-admissible of V guarantees that V maps 
W/(/) continuously into L2(/). By Theorems 2.3 and 2.4, 
(HI - Etl and (H - E)-1 map L2(1) compactly into W21(I). 
Hence, the composition maps (H1 - E)"lV, (H - E)-lV are 
compact. 

To prove (a), we first note that both 1- (H -E)- l v 
and 1 + (H 1 - Et1V are bounded maps on W21(/). Hence, 
no question of domains arises. 

Multiplying the two together, we have, 

[1- (H -E)-l V][1 + (Hl -E)"lV] 

= 1- {(H - E)-I - (HI - Et1 + (H - E)-lV(H1 - E)-l}V 

= 1- (H - Etl {H1 - E) - (H - E) + V}(H 1 - E)-l V 

= 1- (H - Et1 {H1 + V - E) - (H - E)}(H1 - E)-lV. 

Since the term in the braces vanishes identically, the 
product of the two operators is 1. An identical argument 
shows that 

[1 + (HI - E)-IV] [1- (H - E)"lV]= 1. 

Hence, 1 + (HI - Etl and 1- (H - E)- l v are mutually in­
verse. 

(b) follows from the boundedness of [1- (H _E)-IV] 
Ul(E) coupled with the fact that (27) holds on C~(S), 
which is dense in L2(5). (c) follows from (b) and the de-
finition of R(E). QED 

For convenience, define 

(28) 

Under the assumption that the operator norm of T(E) in 
W2l(1) is less than unity, it is clear that 

~ 

[1 + T(E)]-l=L: (_I)IT(E)I, (29) 
1=0 

where the expansion converges in the uniform topology 
of bounded operators on W/(1). By substituting this ex­
panSion into (b) and (c) of Theorem 5, we obtain the fol­
lowing Born-type expansions for U(E) and R(E): .. 

U(E) = U1(E) + L: (- 1)1 T(E)I U1(E) (30) 
1=1 

and 
~ 

R(E) =Rl(E) +:B (-1)1 7[T(E)]1 U1(E). (31) 
1=1 

The condition on the W21(I) operator norm of T(E) is 
inconvenient. First of all, there are many norms on 
W2l(/); secondly, they are hard to compute with. As it 
turns out, there is a weaker condition which implies the 
convergence of (29), (30), and (31): T(E) is actually a 
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bounded operator on L2(1); if the L2(1) operator-norm of 
T(E) is less than unity, then the expansions (29), (30), 
and (31) all converge in the stated topologies. 

Before we state and prove the next theorem, let us 
recall a few facts about the inner product associated with 
V1 , (, )Yl ' By Theorem 2.4, there exists a constant Al 
such that the Hermitian form 

(32) 

is an inner product on W/(I) whose associated norm, 
( )Y' is equivalent to the usual norm on W2

l (1), I 11 ,1' 

Thik means that there exist constants Pl and P2 such that 

PI (f)Y1 "" IfI1,I""P2(f)y1· 

Thus, for the R-admissible operator V (also for ~), 
there exists a constant M' = P# such that 

IIVfllI ""M'(f)y , (33) 
1 

for allf E W2V). Finally, iff ED(Ho)=D(H1) and 
gE W2

1(I), 

(g,j)y = (g, (Ho + V1 + Al)f) = (g, (H1 + Al)f). (34) 
1 

We are now ready to prove a theorem and a corollary 
concerning the convergence of the expansions (29), (30), 
and (31). 

Theorem 3.6: Let E not be an eigenvalue of HI or H 
and let T(E) be defined by (28). Then, T(E) can be ex­
tended to a compact, and, hence, bounded, operator on 
L 2(1). Moreover, letting N(E) be the L2(1) operator norm 
of T(E), the condition N(E) < 1 implies the convergence 
of the expansions (29), (30), and (31) in the stated 
topologies. 

Proof: The show that T(E) can be extended to all of 
L2(1) as a compact operator, consider the formal adjoint 
of T(E), V(H 1 - E)-I. By Theorems 1. 3 and 1. 4, 
(HI _Etl maps L2(I) compactly into W/(1). Moreover, 
the R-admissibility of V implies that V maps W21(I) 
continuously into L 2(I). Hence, V(H1 - Etl is the com­
position of a continuous operator and a compact operator 
and is, therefore, compact. We may then extend T(E) 
by setting T(E) = [V(H1 - E)-l]*. For functions in W/(I), 
this coincides with (28). T(E) is then compact because 
it is the adjoint of a compact operator (see Ref. 6, p. 
217). 

In order to show that (30) and (31) converge for 
N(E) < 1, we need only show that (29) converges in the 
uniform operator topology of W21(/). To do this, con­
sider the operator identity 

(1 + T(E»-l - L: (- 1)1 T(E) 1= (- I)L+1 T(E)L+l (1 + T(E»-l. 
1=0 

(35) 

Let cf> = T(E)/, where 1= T(E)L(1 + T(E)t1 g, g E W21(I). 
Using the norm ( )y , we have by (34) and (28) 

1 

(cp)/ = (CP, (HI + Al)(H 1 - E)-I V/)I' 
1 

Making an algebraic manipulation and using the 
hermiticity of V1 we obtain 
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(CP)y2 = (E + x)1I CPII~ + (V CP'/)r 
1 

Next, uSing Schwartz's inequality, (33), and the in­
equality 

ab ~i(e2~+C2b2), 

which holds for all a, b, E> 0, we see that 

(cp)y2 ~ IE+AIIICPII~+iM'(~(cp)/+c21Ifll~). 
1 1 

Setting E-2 =M', using IIcpI11~N(E) lit 111 and rearranging, 
we get 

(CP)/ ~[2IE+xIN(E)2+M'2lllfll;. (36) 
1 

If we now substitute f = T(E)L(l + T(En-Ig into (36) and 
use the facts that 

11(1 + T(E))-I gl11 ~ (1- N(E))-II1g111' 

which holds for N(E) < 1, and 

IIg1l1<S IglI'1 <SP2(g)YI 
we have 

(37) 

Here, C(E) is the accumulation of the various constants 
and depends on E, but not L. As L - 00, (37) implies 
that (CP)y - 0 uniformly in g. Hence, the right side of 
(35) tendk to zero in the uniform topology of W/(I). This 
establishes the convergence of (29) and, hence, (30) and 
(31). 

Corollary 3.2: Let Ek be an eigenvalue of HI' N(E) be 
as in Theorem 6, M' as in (33), and F=E+XI = IFle i

"'. 

Then, 

IFI- I /2 csc(%} 

(38) 

Hence, (29), (30), and (31) converge if one of the above 
is less than unity. 

Proof: Using the definition of the norm of a bounded 
operator coupled with the fact that this coincides with 
the norm of its adjoint (see Ref. 6, p. 201), we have 

N(E)=supIlT(E)*fI11 (fEL2(I), IIfIl1=1). 
f 

Since T(E)* = V(H 1 - E)-I, we may use (33) to obtain a 
bound on IIT(E)*f Ill: 

Letting the Uk'S be the orthonormal eigenvectors of HI 
corresponding to E k' we can expand f in the series 

«> 

f=L;APk' 
k-O 

where Ak=(f, Uk)I and ~IAkI2= 1. Applying (HI-Et l to 
f and using Corollary 2. 1, 

Hence, 
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Since the right side of the last inequality is independent 
off, and since IEk-EI = IEk-EI, 

which is the lower half of (38). To obtain a bound on the 
right side of this inequality, we may use ordinary 
calculus to maximize 

This gives the far right term in (38). Finally, by 
Theorem 3.6, if anyone of the terms in (38) is less than 
unity, (29), (30), and (31) must converge. QED 

We remark that Corollary 2 implies that by choosing 
I F I large and fixing 0, 0 < 0 < 27T, the expansions (28), 
(29), and (30) can always be made to converge. 

If we replace V by yV, where"y is a real constant, 
Theorem 3.6 implies that the expansion 

«> 

R,(E) =RI(E) + L; (- 1)' yl rT(E)'UI(E) 
1_1 

will converge for all y such that 

Iy IN(E) < 1. 

We note that if E is real, it is relatively easy to show 
that to each order of the coupling constant y, the ap­
proximation to R,(E) is self-adjoint. As Duke and 
WignerH point out, a self-adjoint approximation to the 
R matrix always yields a unitary approximation to the 
collision matrix. Moreover, the approximation to the 
collision matrix will be in terms of rational functions 
because the R-matrix approximation is in terms of 
polynomials. (The usual Born approximation to the col­
lision matrix is a polynomial approximation and is only 
approximately unitary. This would seem to be a disad­
vantage of the method.) Finally, since the approximation 
is rational, there is some hope that it remains valid 
even when the expansion for the R matrix is not. 

4. CONCLUDING REMARKS 

First of all, we wish to remark that the theory we 
have constructed can easily be extended to spin depen­
dent systems, as long as the spin dependence in the 
Hamiltonian is confined to the operator V. Secondly, the 
R matrix potentially contains all the information re­
quired to solve eigenvalue problems of the form 

(Q + V)Uk=EPk 

°AUk=bUkl s 

or even, 

Ukl s =0. 

Finally, it should be possible to extend the ideas behind 
the R matrix to higher-order partial differential equa­
tions, although this will surely require a modification of 
the approach we have used. 
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Along the lines of two previous papers, the Clebsch-Gordan problem for products of representations 
of SUO, I) of the form D+ ® C is related to the properties of the Lorentz group 0(3, I), The 
structure of the Clebsch-Gordan series for this case is understood in a new way as being due to the 
properties of 0(3, I) spherical harmonics on the timelike and spacelike hyperboloids in Minkowski 
space, The Clebsch-Gordan coefficients in a continuous basis are then evaluated, 

INTRODUCTION 

In the two previous papersl of this series, we have 
described a new approach to the Clebsch-Gordan prob­
lem for the three-dimensional Lorentz group 0(2,1). 
We are concerned here with direct products of unitary 
irreducible representations (Urn's) of this group, and 
with decomposing such direct products into direct sums 
of urn's. Using a particular construction of the unitary 
representations of 0(2,1), we showed that the Clebsch­
Gordan problem for this group can be related to prop­
erties of special representations of four -dimensional 
(pseudo) orthogonal groups. Thus for example, the re­
duction of products of the form D+ 0 D+ (or D- ® D-) is 
achieved by analyzing the representation of the ortho­
gonal group 0(4) carried by functions on the unit sphere 
in four (real) dimensions; and in the case of products of 
the form D+ ® D- we were led to the group 0(2,2). In 
these two cases, the representations of the appropriate 
four-dimensional group were needed in an 0(2) ® 0(2) 
basis, and our analysis led also to explicit expressions 
for the Clebsch-Gordan coefficients of 0(2,1) in an 
0(1,1) basis. 

The present paper is devoted to the analysis of direct 
product representations of the type fl+ ® C and the relat­
ed type D- ® C, and to the computation of the related 
Clebsch-Gordan coefficients in the 0(1,1) basis. The 
"symmetry group" we shall be led to in the present case 
is the homogeneous Lorentz group 0(3,1); the solution 
of our problem entails the construction of a complete 
set of "spherical harmonics" for this group. There is a 
particular property of the group 0(3,1) that makes the 
analysis of products of the form fl+ ® C specially in­
teresting, in comparison to those of forms D± ® D± and 
C ® C. In the latter cases, the symmetry groups one is 
led to are 0(4) and 0(2,2), with a suitable subgroup 
being singled out. (The case C ® C will be analyzed in 
the next and concluding, paper of this sequence. ) Now 
both the groups 0(4) and 0(2,2) can be expressed, local­
ly, as direct products of "smaller" groups, namely one 
has 0(4) '" 0(3) ® 0(3) and 0(2,2) '" 0(2, 1) ® 0(2, 1). 
Making use of this fact, the problem of constructing 
spherical harmonics in these two cases Simplifies a 
great deal: In fact, this construction is provided by the 
regular representations of 0(3) and 0(2,1), respective­
ly. [In dealing with D+ ® D- and C 121 C, we need the 0(2,2) 
spherical harmonics in two different descriptions, and 
these are provided by the regular representation of 
0(2, 1) in two different descriptions. ] In contrast, the 
group 0(3,1) does not break up in this way, so the con­
struction of its spherical harmonics is decidedly non-

trivial. With respect to 0(3,1), four-dimensional real 
space (Minkowski space) splits up into two distinct types 
of regions, the timelike and the spacelike regions, with 
very different properties. There is one set of spherical 
harmonics associated with each region. For the time­
like region, they are relatively easy to construct, 2 

since one can fall back upon the theory of the regular 
representation of 0(3, 1). For the spacelike region, this 
is not the case, and the construction of the spherical 
harmonics is somewhat harder. It involves analyzing 
the representation of 0(3,1) associated with functions 
on the spacelike hyperboloid in Minkowski space, and 
we have carried out this analysis elsewhere. 3 The re­
sults of this analysis will be used here. 

In Sec. 1 we set up the unitary representation D + 121 C 
of 0(2,1), the components fr and C in the product being 
the generating representations for the urn's D+ and C~ 
of 0(2,1). We show how the group 0(3,1) describes the 
symmetry properties of the representation D+ ® C, set 
up the relations among the various Casimir operators, 
and specify the natures of the uncoupled and coupled 
basis vectors for the total Hilbert space, with whose 
help the C-G series and coefficients are to be deter­
mined. Section 2 explains the construction of a com­
plete set of 0(3,1) spherical harmonics for the timelike 
regions in the space with metric (+++-), while Sec. 3 
contains the analogous steps for the spacelike region. 
With the help of these results, the two types of basis 
vectors are constructed in Sec. 4, and from their 
"quantum numbers" one immediately reads off the. 
structure of the C -G series for a product of the form 
D+ ® C. Section 5 calculates the C -G coefficients in the 
0(1, 1) basis for this kind of product and in Sec. 6 the 
related ones for D- ® C are given. 

Appendix A describes the calculations concerning the 
normalization of wavefunctions belonging to the urn 
{ja,O} of 0(3,1). Appendix B contains the details regard­
ing the determination of a phase associated with the oc-

. currence of the urn's (s, €) in the product D~ ® C:. 

1. THE REPRESENTATION (iJ+0'(? OF SU(l,l) 

Let us combine the two unitary representations D+ 
and C of SU(1, 1), acting in Hilbert spaces H(+, 12) and 
H (c, 34), respectively, into their direct product D+ ® C. 
Here, 1 and 2 label the variables used in constructing 
the generators of fr, 3 and 4 those of C, in the manner 
of Sec. II of Paper I. The space H for the product 
representation D+ ® C is the product H( +,12) ® H(C, 34) 
and so consists of functions f(x1 , X 2 , X 3 , x.) subject to 
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11f112 = f_: f: f: f_: dxl dX2 dX3 dx41f(xH x2, x3, x4) 12 < 00. 

(1.1) 

We then have the four sets of oscillator operators a at 
obeying i' i 

[ai' a!J = Ii ik' [ai' akJ = raj, a!J = 0, 

ai = * 0i + o!J, aj= -k-(xi - o!J, 
j,k=1,2,3,4. (1.2) 

U sing them, the three generators J (y. of D+ 0 C, which 
are sums of the individual generators J(y.(+, 12) and 
J(y.(c, 34), are 

Jo=%(aial +a~a2 + 1 +aia3 - a!a4), 

J l = t(aiai + a1a~ + alal + a2a2 + a~a~ - a!a! + a3a3 - a4a4), 

J2 = (- i/4)(aiai + a~a~ - alal - a2a2 + aia~ + a!a! 

(1. 3) 

The invariance properties of these generators become 
evident if in place of the a's and their adjoints, we work 
with operators b,", b: and a metric tensor g,"" as follows: 

bl=aH b2=a2, b3=a3, b4=-a!, 

gl1=g22=g33=-g44=1, g,""=O if /JAv. (1.4) 

The tensors g'M g'"" will be used henceforth for lower­
ing and raising indices. Equation (1. 2) can then be 
transcribed into this form 

[b",bn=g,"", [b,",bJ=[b:,b~J=O, 

b," = (- i/v'2)(x" + 0,"), b: = (i//2)(x" - 0,"), 

a 0,,= ox'" . (1. 5) 

At the same time, the J(y. take on a Simple appearance: 

Jo =%(g'""b:b" + 2), 

J l = t g""(b :bJ + b,"bv ), 

J2=(-i/4)g'""(b:b~ -b"b). (1. 6) 

It is immediately evident from the two sets of equations 
above that both the basic commutation rules among the 
primitive variables b .. , b~ and the forms of the genera­
tors J", are preserved when we perform a real linear 
transformation 

x," - 0," "x", b," - 0 .. Vb", b: - O/b~ (1. 7) 

that leaves the indefinite quadratic form x2 = x'"x in­
variant. The space H thus carries a unitary rep;esenta­
tion of the group of the matrices 110,""11 and this repre­
sentation commutes with the representation D+ <81 C of 
SU(l,l). The group of matrices 110 VII contains the 
identity component which we shall ;efer to as 0(3,1), 
and three other components containing improper trans­
formations. The identity component is generated by six 
operators M ,"v which are 

M ,"v = -Mv," =i(b:bv - b~b,") =i(x "ov -xvo ,,). (1. 8) 

Among the improper transformations it will suffice to 
consider these two: 

IR :j(x,") - j( -x,"), 
(1. 9) 
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Ps4 :j(XH X2,X3,X4) -j(XH X2, -X3, -x4). 

These are not independent of one another in the sense 
that 

(1. 10) 

In other words, IR and P34 belong to the same connected 
component of the full group of transformations (1. 7). 
The operator IR has the virtue of commuting with the 
transformations of 0(3,1), i.e., 

IRM,"fo=M,"v' (1.11) 

The symmetry properties of the operators J", that we 
shall use are thus summarized by 

[J(y.,M,"J=O, IRJaIR=J(y.' (1.12) 

For the individual sets of generators of D+ and C, we 
have only 

[J",(+, 12) or J (y.(C, 34), Ml2 or M34 or IRJ =0. (1.13) 

Let us now establish the relations among the various 
Casimir operators. From the analysis in I we know that 
the SU(l, 1) Casimir operators belonging to the repre­
sentations D+ and C are Simple functions of Ml and M 2 34' 
respectively: 

Q12 = t(l - Mi2)' Q34 = H1 + M~4)' (1. 14) 

Turning to 0(3,1), it turns out as in the previous papers 
(Ref. 1) that we are dealing here with a special kind of 
representation of this group, in which one of the two in­
dependent Casimir invariants vanishes identically. 
Namely, from the form of M,," it follows that the in­
variant E," vpa M"v MIla = O. The other 0(3, 1) invariant is 
also the SU(l, 1) invariant Q for the "total" representa­
tion D+ <8IC: 

(1. 15) 

We turn next to the two types of basis vectors for H 
that we wish to set up. Consider first the uncoupled 
basis. These vectors are direct products of basis vec­
tors drawn from individual urn's D; and C~ picked out of 
D+ and C, respectively. In setting up the basis within 
C~, we make use of the operator A34 that implements the 
outer automorphism T of SU(l, 1), as explained in Sec. 
n of I. Recall that T: Jo - - Jo, J l - - J l , J2 - + J2 is im­
plemented within the representation C acting on H(C, 34) 
by the operator A34; thus 

A34 :j(x3, x4) - j(x4, x3), 

A 34{JO(C, 34), J l (C, 34), J 2 (C, 34)}A34 

={ - Jo(C, 34), - J l (C, 34), J 2(C, 34)}. (1. 16) 

This same operator A34 has an obvious definition on H; 
it is not a symmetry of the total generators J(y.' Recall 
also that within the representation Con H(C, 34), the 
eigenvalue + 1 for the operator Ps4 [defined in Eq. (1. 9)] 
selects continuous class urn's C: of integral type, i. e. , 
with E = 0; while the eigenvalue - 1 picks out the half­
integral urn's with E=%. In the uncoupled baSis vectors 
for H, then, the following mutually commuting operators 
should be diagonal: Ml2 (hence Ql2)' J2(+, 12); M34 (hence 
Q34)' J2(C,34), A 34 , and ~4' Because of the relation 
(1. 10), we can replace ~4 in this list by IR. This is 
helpful because IR commutes with 0(3,1) generators M ,"v 

while Ps4 does not. The eigenvalue of IR is simply cor-
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related with the integral or half -integral nature of a 
product representation D; 18> C:. Since even (odd) values 
of M12 go with half-integral (integral) urn's D; within 
D+, and because of the connection between Ps4 and € 

noted above, Eq. (1.10) shows that in case IR= -1 the 
total representation of SU(1, 1) is of integral type, and 
with IR = + 1 it is of half-integral type. 

The coupled basis in H should consist of simultaneous 
eigenvectors for the operators M12 (hence Q12)' Mg4 
(hence Qg4); R, M2 (hence Q), J 2 , and in case Q> t, 
also the operator implementing 7" within the product 
representation. (Notice that the operators M 12 , Mg4, IR, 
and J2 will be diagonal in both bases.) The first step to­
wards construction of the coupled basis vectors is to 
find a complete set of 0(3, I)-spherical harmonics in 
Minkowski space, which are also eigenfunctions of R; 
and in particular to set these up with M12 and Mg4 both 
diagonal. This will be done in the following two sections .. 
We will conclude this section by recording the equations 
that express the "angular" dependences of J", entirely in 
terms of the operator M2 (or Q); the steps are identical 
to those leading to Eq. (1.16) of Paper n, and the re­
sults are 

Jo = Hx2 - (l/x2)(x· iJ)2 - (2/x2)x· 2 - (4/X2)Q), 

J 1 = - HX2 + (l/x2)(x' W + (2/x2)x' 2 + (4/X2)Q), 

J2=(-i/2)(x'2+2), x'2~xI'21" (1.17) 

2.0(3,1) SPHERICAL HARMONICS IN THE 
TIMELIKE REGION 

With respect to the action of the group 0(3,1), Min­
kowski space splits up into three invariant regions: the 
positive timelike region Vi in which x2 < 0, x4 > 0; the 
spacelike region V2 where x2 > 0; and the negative time­
like region Vg with x2 < 0, x4 < O. (The light cone x2 = 0 
may be ignored since it is of lower dimensionality. ) 
Correspondingly, each function f(x) in H can be dis­
played as a column vector of three functions fl (x), f2(X), 
fg(x) giving the values of f(x) for xE~, V2, V3 , • 

respectively: 

This also exhibits H as the direct sum of three mutually 
orthogonal subspaces Hu H2 , Hg conSisting of square­
integrable functions that are nonvanishing in v;., V;, Vg , 

respectively: 

(2.2) 

Each of these subspaces is invariant under 0(3, 1); under 
IR, Hi and Hg get interchanged, while H2 is invariant. In 
both kinds of bases for H that we wish to construct, IR 
will be diagonal. If f(x) is an eigenfunction of IR, then it 
is fully specified by the pair of functions fl (x) and f2(X) , 
with the former being unrestricted except for square­
integrability and the latter being even or odd as the case 
may be: 
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IR= ± 1 => fg(x) == ±fl(-x), x E Vg • 

f2(-X)=±f2(X), XE V;. (2.3) 

And for such elements in H, the square of the norm is 
simply 

(2.4) 

We shall in the sequel deal only with eigenfunctions of R. 

The problem of setting up 0(3,1) spherical harmonics 
for the regions v;. and V; involves the following: First we 
must introduce suitable "radial" and "angular" coor­
dinates for each region, such that only the latter are 
altered by the action of 0(3,1); next we must construct 
complete orthonormal bases of functions of the angular 
variables, such that they belong to definite urn's of 
0(3,1) and such that the angular dependences of ele­
ments fl (x) in Hi and f2(X) in H2 may be expanded in 
terms of the corresponding basis. The kinds of urn's of 
0(3,1) that one finds in this process are somewhat 
special. Recall that the UIR's of 0(3,1)4 can be labelled 
in the form bo, p}: jo can take on any of the values 
0,1,2, ... , while p is a real number. Except for the 
fact that {O, p} and {O, - p} denote equivalent UIR's a pair 
jo, p labels one urn uniquely. Now the connection be­
tween the Casimir invariants of 0(3,1) and the param­
eters jo. p is the following: 

M2 =MI'VM I'V = 2(j~ - p2 -1), 

·hl'vp"Ml'vM"" =joP. (2.5) 

But because of the special form of the 0(3, 1) generators 
in Eq. (1. 8), we have noted that the second invariant 
vanishes, so only the urn's bo, O} and {O, p} will appear 
in our work. This is true for Hu as well as H2 • [The 
supplementary series of urn's of 0(3,1) are not relevant 
here.] It now turns out that in the subspace Hi contain­
ing functions over v;. we encounter just the urn's {O, p} 
in the form of a direct integral from p==O to P="", with 
multipliCity one. This can be understood either from the 
structure of the regular representation of 0(3,1) 2 or by 
the methods of integral geometry. 5 On the other hand, 
in the subspace of H2 conSisting of functions with IR= + 1, 
the urn's {O, p} appear as a direct integral with mul­
tiplicity one from p=O to p="", and in addition each of 
the urn's {jo, O} for jo = 2,4, ... , appears once each; 
while if IR= -1, we have the same continuum of urn's 
as before but the discrete component consists of bo, O} 
for j 0 = 1, 3, 5, ... , once each. These results for H 2 can 
be obtained using the methods of integral geometry. g 

(In all of this, we refer just to the angular dependences 
of functions in Hi' and H2.) We must now set up spheri­
cal harmonics corresponding to these various urn's, 
and labelled by the eigenvalues of M12 and Mg4 as well. 
There are two ways in which one can go about this job. 
One is to use the methods of integral geometry, the 
other is to write down differential equations obeyed by 
the required functions and find appropriate solutions. 
We will use a judicious mixture of both approaches. In 
particular, in dealing with the urn's {O, p} which appear 
both in Hi and in H2 , we shall rely on the integral 
geometric approach,5 since that will ensure that the 
corresponding basis functions transform in the same 
manner under 0(3,1), whether defined in v;. or in V;. 
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We proceed with the determination of the spherical 
functions for the region ~. Since M12 and MS4 are sought 
to be diagonal, we introduce new coordinates in ~ as 
follows: 

Xl = rsinh( ~/2) cos1/', x2 = r sinh( V2) sin1/', 

X3 = rcosh(V2) sinh1), x4 = rcosh(~/2) cosh1), 

O<r<oo, O<s~<oo, _00<1)<00, 0<S1/'<211", 

d 4x =tr 3 drsinh~ d~ d1) d1/'. 

Then the operators M12 and M34 have the forms 

M 
.0 

34=-Z01) • 

(2.6) 

(2.7) 

The operator M12 has exactly the same form as the cor­
responding operator introduced in I in order to reduce 
the representation f)+ [see Eq. (2. 12) of I]; similarly, 
MS4 coincides with the operator S12 used in the analysis 
of the representation C [see Eqs. (2.33-35) of I]. To 
single out the particular product D;. ® C~ in [)+ ® C, where 
q= t + S2 with s> 0, we must choose the eigenvalues of 
M12 and M34 to be (2k -1) and 2s, respectively. This 
determines the 1/' and 1) dependences of the 0(3,1) 
spherical harmonic to be 

exp[ - i (2k - 1) 1/'] exp(2is1). (2.8) 

Now it is known that within a UIR {jo, p} of 0(3,1) the 
operators M12 and M34 form a complete commuting set, 
with the eigenvalues of M12 being all the integers from 
- 00 to 00, those of M34 being all real numbers. 6 The 
spherical harmonic belonging to the urn {O, p} is then 
just the factors in (2.8) times a definite function of ~ 
which will depend on k, s, and p as parameters. To 
determine this function we use the integral geometry 
approach. 

In general, a function f(~, 1), 1/') can be thought of as a 
function on the positive time like hyperboloid x2 = -1, 
x4> O. The 0(3, 1) invariant measure on this hyperboloid 
is the part of the total measure d 4x in Eq. (2.6) that 
depends on ~, 1), and 1/'. We will denote a point on this 
unit timelike hyperboloid by x so that we can inter­
changeably write f(x) or f(~, 1), 1/'). Then with each such 
(square -integrable) function f(x) we associate a function 
F(l;p), where 1 is a positive lightlike vector and 0 <s P 
< 00, according to 

F(l;p)=tJ J Jsinh~d~d1)d1/'j(x)(-x·l)iP-1. (2.9) 

The function F(l;p) is homogeneous in 1 of degree 
(ip -1), and whenf(x) is transformed under 0(3,1), 
F(l;p) transforms by the urn {O,p}. One can recover 
f(x) from F(l;p) and also express the scalar product of 
f with itself, in terms of F. All these properties are 
summarized by 

F(aZ;p) = a-1+iPF(l;p), a> 0, 

f(x) = (211")-3 .fo '" p2dp J dOa)( - X • 1>-IP-1 F(l;p), 

t J J J sinh ~ d ~ d1) d1/' If(x) 12 

=(211")-310'" p2dpJ do(l)IF(f;p)12. 

(2. lOa) 

(2. lOb) 

(2.10c) 

By f is meant a lightlike vector with 14 = 1; dO(f) is the 
solid angle associated with the space-part of l. By 
combining Eq. (2.10) with a proper choice of F(l;p), we 
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can obtain the spherical harmonics in the timelike 
region. 

Now, on comparing Eqs. (1. 15) and (2.5), it follows 
that the spherical harmonics for which the total SU(l, 1) 
Casimir operator Q has the eigenvalue t + S,2 belong to 
the UIR {O, 2s'} of 0(3,1). A convenient parametrization 
of 1 is 

11=tcosq;, 12=tsinq;, 13=t sinh/;, 14=tcoshl;, 

O<t<oo, 0<sq;<211", _00</;<00, 

dO(l) = dtanhl; dq;. (2.11) 

Then, in order to arrive at the 0(3,1) spherical har­
monic belonging to the urn {O, 2s'} and also with M12 
=(2k-1) and M34 =2s, we make the choice 

F
k 
•• ; •• (l;p) = (v21T /S,)["l+IP exp[ - i(2k -1)q;] 

x exp(2is/;)1i(p - 2s'). (2.12) 

For the associated function on the unit timelike hyper­
boloid we. will write Y2-k~r:i)~, 1), 1/')7; the negative sign 
in the superscript indicates that these functions belong 
to the region ~ where X2 < O. Putting (2.12) into (2.10b) 
we get in the first instance 

Y2k~';:;).(~, 1), 1/') = v21T(s' /211"3) f: dl; 102
• dq; 

xexp[2is/; - (2k -1)iq;] 

x [cosh( V2) cosh(/; -1) 

- sinh(V2) cos(q; -1/') ]-1-21$'. (2.13) 

By shifting /; and q; the expected factors in (2.8) can be 
separated and we get 

y-( •.•. ) (t 1) ,,,) 
2k-1.2. '>, ''f 

= v21T(s' /211"3) exp[2is1) - i(2k -1)1/'] 

x J_: d/; 10
2

• dq; exp[2is/; - i(2k -1)q; 

x [cosh(V2) cosh/; - sinh(V2) cosq; ]-l-2h·. (2. 14) 

The integrand can be expanded using the binominal 
theorem as 

[cosh(~/2) cosh/; - sinh(V2) cosq; ]-1-21,' 

=[COSh(V2)cOSh/;]-1-2h.i; (_1)n r(-2is:) 
n=O n! r( - n - 2ts') 

x(t h 1 cosq; )n 
an 2 cosh/; . (2.15) 

Interchanging the sum on n with the!; and q; integrations, 
we find that these two integrations factorize, and each 
can be done using standard formulas. 8 The remaining 
sum on n is then recognized as leading to a hyper­
geometric function in the variable tanh2(V2), and all in 
all we get 

Y2-k~r:i.(~, 1), 1/') 

= v21i (s' /11")2 21 •. exp[2is1) - i(2k - 1)1/'] 

x [r(k + is' + is)r(k + is' - is)/r(2k)r(1 + 2is')] 

x [cosh( V2)]-2i"-2k[sinh(V2) ]2k-! 

XF(k + is' + is, k + is' - is;2k;tanh2( V2». (2.16) 

This final result can also be recast in a form where the 
argument of the hypergeometric function is - sinh2(~/2): 
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Y:;k~;:·i.(~, 71, Ij!) 

= - 2i(21T)-3/222;,' exp[2iSTj - i(2k -1)1j!] 

x[r(k+is' +is)r(k+is' -is)/r(2k)r(2is')] 

X [cosh( ;/2) )2h[sinh( ~/2) ]2k-l 

XF(k + is + is', k + is - is';2k; - sinh2(~/2». (2.17) 

The normalization properties of these spherical har­
monics are determined by using Eqs. (2.10c), (2.12); 
indeed, the factors in Eq. (2.12) were chosen so that 
we may have the following properties: 

1. roo Sinh~dtfOO dTj r2 • d'J,Y-(· ... ,m)~~ 71 ",)*"-("") (~ 71 ,',) 
4 Jo ~ .. oc J o If 2k'-1,2,s' , ,'of' .:t2k-l,2,5 , ,,+, 

= 5(s'" - s')5(s" - s)5k •k • (2.18) 

With this, the problem of constructing a complete set 
of 0(3,1) spherical harmonics for the timelike region 
v;. , with M2, M 12 , and M34 diagonal, is solved. Now we 
turn to the construction of a similar complete set for the 
region V2 • 

3.0(3,1) SPHERICAL HARMONICS IN THE 
SPACELIKE REGION 

This case is somewhat more complicated than the 
previous one, and one has to combine the two approach­
es involving differential equations and integral geometry. 
To begin with, different kinds of coordinates have to be 
introduced in the two regions of V2 corresponding to 
x~~ x!. We define them as follows: 

~(l): x; > x~, 

Xl =rcosh(;/2) coslj!, x2 = rcosh(;/2) sinlj!, 

X3 = rsinh(;/2) sinhTj, x4 = rsinh(~/2) coshTj, 

O<r<oo, _oo<~<oo, _00<71<00, 0~1j!<21T, 

~(2) : x~ > x!, 
Xl = rcos(8 /2) coslj!, x2 = rcos(8 /2) sinlj!, 

X3 = rsin(8 /2) coshTj, x4 = r sin(8 /2) sinhTj, 

(3.1a) 

(3.1b) 

Then, a function !2(X) defined for x E V2 has to be thought 
of as a pair of functions, one defined in ~(l) and the 
other in V2(2) , and we have 

!2(X) ={!2(1)(r;~, 71, 1j!);!2(2)(r; 8,71, Ij!)}, 

1, 1!2(X) 12d 4x=t fOO dTj r' dlj! roo r 3dr 
V 2 .. 00 0 Jo 

x{J.: Isinh~II!2(l)(r;~,Tj,Ij!)12d~ 
+ r I sin8 I 1!2(2)(r;8, Tj,Ij!Wd8}. (3.2) 

-F 

The :R operation can be described in the new variables 
as follows: 

:R:x- -x: ~- -~, 1j!-1j!+1T, 71-71 in V2(1) 

8--8, 1j!-1j!+1T, 71-71 in V2(2). (3.3) 

If !2(X) is an eigenfunction of :R, then in place of (3.2) we 
have a simpler form for the squared norm of !2(X). 

Now the expressions for M12 and M34 are uniformly 
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given in both V2(1) and V2(2) by Eq. (2.7) again, while M2 
is given as 

1 02 0 1 {1-COSh~ 02 
8M2 = 0 ~2 + coth~ 0 ~ + sinh2~ 2 01j!2 

_ 1 +COSh~..£:..} 
2 0712 ' 

02 0 1 {1-COS8 02 
= - 082 - cot8 08 - sin28 2 01j!2 

_ 1 +cos8 _02 } (1) ( 
2 0712' in V2 and V2 2), respectively. 

(3.4) 
Once again the requirement that we choose eigenfunc­
tions of M12 and M34 with eigenvalues (2k -1) and 2s, 
respectively, in order to isolate the product D;0C(1I4)+s2 
from D+ 0 C fixes the Ij! and 71 dependences of the func­
tions !2(1) and !2(2): 

!2(X) '" exp[ - i(2k -1)1j! - 2isTj]{J2(1)(r; ~);!2(2)(r ;8)}. 
(3.5) 

Now the functions!2(l)(r;~) and!2(2)(r;8) must be eigen­
functions of Q = - iM2 with appropriate eigenvalues if 
they are to be 0(3, 1) spherical harmonics and this gives 
us two differential equations in ~ and 8 [remember that 
r is an 0(3,1) invariant] for these functions via Eq. 
(3.4). We shall have to use these differential equations 
when we want to set up 0(3,1) spherical harmonics be­
longing to the urn {jo, O}. But before that let us take up 
the comparatively simpler case of the spherical har­
monics belonging to the urn {O, p} which will serve as 
basis vectors for the urn C~·. of SU(1, 1) obtained in the 
reduction of D+ 0 C~. For the construction of these 
spherical harmonics we prefer to use the method of in­
tegral geometry (rather than solve the differential equa­
tions in the two regions V2(l) and V2(2) and match solutions 
at the boundary) not only because it is Simpler but also 
because it gives us a way of ensuring that the spherical 
harmonics on the time like and spacelike hyperboloids 
have identical transformation properties under 0(3,1). 
This is a necessary condition to have in our formalism. 

The reduction of the space of (square-integrable) 
functions on the unit spacelike hyperboloid into urn's 
of 0(3,1) have been performed by us elsewhere3 and we 
shall only quote our results here. 

Let!(£) be a (square-integrable) function on the unit 
spacelike hyperboloid (£2 = 1). Without loss of generality 
we can choose it to be an eigenfunction of R with eigen­
value € = ± 1. With every such function !,(x) we can asso­
ciate two functions: F,(l;p) defined on the positive light 
cone l2 = 0, l4> Q, and transforming via the UIR {O, p} of 
0(3,1) and F(T, b;n) which is a function of two mutually 
orthogonal unit 3-vectors i and b, and transforming 
under 0(3,1) via the UIR tn, O}. (T and b are actually the 
space parts of a lightlike vector 1 and a spacelike vector 
b satisfying: 12 =0, 14=1, b2 =1, b4 =0, and l· b=O; see 
Refs. 3 and 5.) n runs over all positive even integers 
for E = + 1 and over all positive odd integers for E = - 1. 
These functions are defined in terms of !,(x) as follows: 

F ,(l;p) = J (dx)!.(.~) I X· ll-l+iP, 

F(l, b;n) =t J (dx)!,(x) exp(ina)6(i. 1- X4)' 

(dx) stands for the 0(3,1) invariant measure on the 

(3.6a) 

(3.6b) 
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spacelike hyperboloid and the angle a in Eq. (3.6b) 
(0", a < 21T) is to be determined from the relation 

x-x41=R(a;l)b, (3.7) 

where R(a ;1) denotes a rotation through an angle a about 
the direction of 1. The basic result of integral geometry 
is that the part of f.(x) that transforms via the UIR's 
to, p}, 0'" p < 00, can be obtained (in fully reduced form) 
in terms of F.(l;p) and the part transforming via the 
UIR's tn, O}, n = 1, 2, .. " can similarly be expressed in 
terms of F(I, b;n). Moreover, the squared norm off. 
can also be written down in terms of the latter two 
functions: 

f,(x) = (161T3)-1 fo 00 p2 dp f (dl)F ,(l;p)[ 1i(x· Z + 1) 

+Eo(x·Z-l)] +(2/1T2)~ n f dU(l)F(l, b;n) 

xo(x·l-x4), (3.8a) 

f (dx) \J,(x) 12 = (161T3)-1 1000 

p2 dp f dU(l) 1 F.(i;p) 12 

+ (4/1T2) 6 n f dU(l) 1 F(l, b;n) 12. (3.8b) 
" (dl)}s the 0(3,1) invariant measure on the light cone and 

dU(l) the solid angle element associated with the direc­
tion of 1. [In Eq. (3.8b), F.<l;p) stands f2r the restric­
tion of F.(l;p) to lightlike vectors I with 14 = 1.] From 
these equations it can be seen that in order to obtain the 
0(3,1) spherical harmonic belonging to the UIR {O, 2s'} 
in a basis where R=E, M12 = (2k -1), and M34 = 2s we 
must set 

F ,(Z;p) =F k,~;~,(t, t, ip ;p) 

= (#iT /s')r1+2i~' exp[2ist - i(2k -l)ip ]o(p - 2s'), 

(3.9a) 
F(l, b;n) '" O. (3.9b) 

In Eq. (3. ga) we have adopted the same parameteriza­
tion of Z as the one given in Eq. (2.11). For the asso­
ciated spherical harmonics in V;U) and V

2
(2) we shall 

write lj2+k~-;:i;(~, 1), I/J) and lj2+k~-;:i~2(O, 1), Iji), respectively. 
The superscript "+" indicates that these functions are 
defined on the space like hyperboloid x2 = 1 and for future 
convenience we have defined E' as 

E'=t for R=E=+l 

= 0 for R = E = - 1. (3.10) 

Before we proceed to evaluate these functions, a word 
about their transformation properties: lj2+k~r'i~ has the 
same transformation property under 0(3, 1~ as lj2-k"!;:i~ 
defined in Eq. (2.13) since both these functions are de­
fined in a covariant fashion in terms of the same func­
tion F(l;p) on the light cone. An 0(3,1) transformation 
on both the lj's can therefore be translated into the 
corresponding transformation acting on F(l; p). Sub­
stituting Eq. (3.9) in Eq. (3. 8a) we find: 

lj;k"!;:i;(~, 1), I/J) = #iT (s' /41T 3
) 10 00 dt fl>' J: dt exp(2ist) 

x f02
• dipexp [-i(2k-l)I{J]{1i[tcosh(U2) 

xcos(1/J -ip) - tsinh(U2) cosh(1) - t) + 11 

+€1i[tcosh(~/2) cos(1/J -ip) - tsinh(U2) 

xcosh(1) - t) -I]}, (3.11a) 

lj2',,'!;:i';(O, 1), I/J) = #iT (s' /41T 3
) 10 00 dtt2i~' l: dt exp(2ist) 

x 10 2v dip exp[ - i(2k - l)ip ] {o[t cos( 0/2) 
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x cos(1/J -ip) - t sin(O /2) sinh (1) - t) + 1] 

+Eo[tcos(O/2)cos(1/J -ip) - tSin(O/2) 

X cosh(1) - t) - I]}. (3.11b) 

By shifting t and ip the expected factors of 1) and I/J 
[given in Eq. (2.8)] can be extracted. After a change of 
variable from t to z = 1/ t we obtain 

lj;k"!ti~l(~, 1), I/J)= #iT(s' /41T3 )exp[2is1) - i(2k -1)1/J] 

x 1000 

dz Z-1-2i.' f: dt exp( - 2ist) 

x fo 2r dip exp[i(2k -l)ip ]{1i[cosh(~/2) 

x co sip - sinh( U2) cosh t + z] 

+Eo[cosh(U2) coSip - sinh(~/2) cosht - zl}, 

lj;k"!;:i.2(O, 1), I/J)= #iT(s' /41T3
) exp[2is1) - i(2k -1)1/J] 

x 1000 

dz Z-1-2i.' f_: dt exp( - 2is t) 

(3. 12a) 

x 102
• dip exp[i(2k - l)ip ]{1i[cos(O /2) COSip 

- sin(O /2) sinht + z] + E1i[COS(O /2) coSip 

-sin(O/2)sinht-z]}. (3. 12b) 

In order to carry out these integrations we employ the 
plane -wave representation for the delta function: 

0(p)=(1/21T) foo exp(ipy)dy. 
_00 

(3.13) 

USing this representation in Eqs. (3. 12a) and (3. 12b) one 
finds that the z, t, and ip integrations factorize and can 
be done using standard formulas. 9 One is then left with a 
final y- integration over a product of two (generalized) 
Bessel functions and a power of y which can also be 
evaluated. 10 The final result is 

lj2+k~-;:i:(~, 1), I/J) = - #iT (s' /81T3)22i~'r( - 2is')[exp( - S'1T) 

+ E exp(s '1T)] exp[2is1) - i(2k - l)ip ] 

x({exP[s1T - i(2k -1)(1T /2)] 

+E exp[ - S1T + i(2k -1)(1T /2)]} ~~: + ~s + ~s:~ 
-tS - tS 

X r( - 2is)[sinh( ~/2) ]2is[cosh( U2»)2H 

XF(k + is + is', k + is - is'; 1 + 2is; 

- sinh2( U2» + (s - - s»), for ~ ~ 0, 

lj+ (S''')l (t ",) (1)2k-1// + (.',')1 (t "') 2k-1,2s - <;,1), 'I' =E - :12k-1,2~ ,>,1), 'I' , 

(3. 14a) 

(3. 14b) 

lj2+k"!;:'t;( 0, 1), I/J) = #iT (s' /81T3)22l>'r( - 2is')[exp(s'1T) 

+ E exp( - S'1T)] exp[2is1) - i(2k - 1)1/J] 

x {exp[ - S1T + i(2k -1)(1T/2)] 

[ . ]} (r(k + is + is') 
+ E exp S1T - t(2k -1)(1T /2) r(k . . ,) - ts -tS 

x [sin(O/2)] 2i·[COS(O /2)]2k-1 

XF(k + is + is', k + is - is'; 1 + 2is; 

sin2(O /2» + (s - - s»), for 0 '" 0, 

lj +(.,.')2(_O 1) "')=E(_l)2k-ll/+("E')2(O 1) ",) 
2k-l,2,s ,,'t' ~2k-l,2" , ,'t'. 

(3. 14c) 

(3. 14d) 
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In writing Eqs. (3. 14b) and (3. 14d) we have made use of 
(3.3). The normalization of these spherical harmonics 
is determined by Eq. (3.8b). We have in fact chosen the 
factors in Eq. (3.9a) so as to have 

1.1~ d1) (2< d"'[J~ dt!sinhtIY+($""'O)l (t 1) ,'.~ 
4 _co Jo If' _eo ':J, ~ 2k"-1,2s' f:" ,'f'J 

X Y+ ($H''')1( I; 1) ,,,) + J W dO ! sinO IY+ (."'<'0)2(0 1) ".)* 
2k-l,2.$ " 't' _.,. 2k'-1,28" ,0/ 

x Y2\~;:';;2(0, 11, 1/J)]= o(s'" - s")O, .••• O(s' - S)Ok'k' (3.15) 

This completes the construction of the 0(3,1) spheri­
cal harmonics belonging to the urn {O, 2s'}. We now turn 
to the problem of finding the remaining discrete set of 
spherical harmonics that appear on the spacelike 
hyperboloid. 

The construction of 0(3,1) spherical harmonics be­
longing to the UIR's {n, O} for n = 1,2,3,··· is some­
what more involved than the previous case. Here it is 
difficult to make direct use of the integral representa­
tion for the spherical harmonics that we get from the 
method of integral geometry and we will find it profita­
ble to start instead with the differential equations for 
these functions. As before the 17 and 1/J dependences are 
of the standard form 

Y2+k~;;~$(I;, 1), 1/J)=exp[2is1) -i(2k-1)<P]Y;k~~;;'W, 

(3. 16a) 

(3. 16b) 

where n=2k' -1. The functions y. are solutions of the 
following second-order differential equations: 

(
d 2 d 1 {2k'-1)2 1 

de + cothl; dl; + 4" - 4 + sinh21; 

x (A 2 + A *2 + 2AA * cosh 1;») r;;~~:):.( 1;) = 0, (3. 17a) 

( 
d2 0 d 1 (2k' -1)2 1 (2 *2 * 0») 

d02 + cot dO - 4" + 4 + sin20 A. + A + 2H cos 

xI-;;~n;.(O)=O, (3. 17b) 

where A'" s + i(k - t). Further, these functions have to be 
normalizable and mutually orthogonal for different val­
ues of k' but fixed k and s. 

Let us first consider Eq. (3. 17a). If we denote by 
4>(a, b;c;z) a general solution of the hypergeometric 
equation in z with parameters a, b, and c, it is straight­
forward to verify that a solution of Eq. (3. 17a) is of the 
form 

Y+(k')l (t) 
2k-1, 2.5 ~ 

= [cosh( 1;/2)]- (2k-1 )[sinh2( 1;/2) ]-I~ 

x4>H - k - k' - is, t - k + k' - is;1- 2is;- sinh2(1;/2». 

(3.18) 

The specific solution 4> that we must choose is deter­
mined by the condition or normalizability: 

fo~ dl; sinh I; I Y;~~{,J.,$(I;)! 2 < 00. (3.19) 

[Here we have restricted the range of I; taking account of 
thefactthatfor!R=€ y+(k')l (_t)=(;_1)2k-1Y+(k')1 (t)] 

, 2k"'1,2,5 ':" 2k-1 ,2" ':, to 

Now it is easily checked that any two linearly indepen-
dent solutions 4> with the indicated parameters are well 
behaved at I; = O. However, for I; ~ co, one sees from the 
indicial equation that one solution goes like a constant, 
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while the other goes as (sinh2 (!;/2»2k'-1. Clearly, only 
the former solution is acceptable and thus we know 
y+(k')1 up to a normalization constant: 

Y~k~~),12'( 1;) 

=N1(cosh( !;/2»-(2k-l) 

( 
r(2is)r(2k') (. 2(1;/2»'$ 

X r(k+k'-t+is)r(k'-k+t+ is) smh -, 

XF(% - k - k' - is, t - k + k' -is;1-2is;- sinh2(i;!2» 

+ (s - - S»). (3.20) 

The determination of Nl involves some calculation which 
we carry out in Appendix A. The result is 

N = (_ 1)2k'-12(2k' _ 1)1/2 r(k + k' - t + is) (3.21) 
1 r(2k')r(k-k'+t+is)' 

Turning now to the case of Y~k~~),22$(0) it can be checked 
from Eq. (3. 17b) that it must be of the form 

y+(k')2 (0) 
2k-1 ,2$ 

x4>(% - k - k' -is, i - k+ k' -is;1-2is; sin2(B/2». 

(3. 22) 

The condition of normalizability says 

(~dOsinOly+W)2 (0}12<00 (3.23) Jo 2k-l,2$ • 

[As before we have restricted the range of 0 using: !R=€, 
y;~~~)22'(- B)=~(_1}2k-1y~~~;>22$(0).] 4> is necessarily well 
beha ~ed at 0 = 0 for the indicated parameters while for 
o = 1f the indicial equation shows that one solution goes 
as a constant while the other goes like [cos2( 0 /2) ]2k-l . 
Now only the latter solution is acceptable and thus we 
know y·(k')2 up to a normalization factor: 

Y;k~~),;. ( O) 

=N2[cos(B /2»)21>-1 

( 
r(2is)r(2k) 

X r(k+k'-t+is}r(t-k+k'+is) [sin
2
(0/2))-i$ 

XFH + k - k' - is, k+ k' -i -is; 1- 2is; sin2(B/2» 

+ (s - - s»). (3.24) 

The determination of N2 is again relegated to Appendix 
A. We find 

N. = (_ 1)2k'-12(2k' _ 1)1/2 r(k + k' -- t + is) (3 25) 
2 r(2k)r(k-k'+t+ is)' . 

Finally, a word about the normalization. The re­
striction of the ranges of 1; and 0 using the symmetry 
under R and the fact that for R= + 1 we have k' half-odd 
integral while for R - 1 we have k' integral imply that 

[ ~ * 1. r d t sinh t y. (kO)l (t)Y;+ (k')l (t) 
2 Jo s. ~ 2k-!,2$ r" 2k-!,2" ':t 

+ (. dB sinO Y +(k")2 (0)* Y+(k')2 (0)] 
) 0 2k-l, 2s 2k-1,2$ (3.26) 

only if either k' and k" are both integral or they are both 
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half-odd integral. The·above equation will not in general 
hold if one of k' and k" is integral while the other is 
half -odd inte gral. 

This completes the task of setting up a complete set 
of spherical harmonics on the spacelike hyperboloid 
x2=1 in a basis where IR=E, M12=2k-1, M 34 =2s, and 
Q= - iM2=t + S,2 or k'(1- k'). 

4. BASIS VECTORS FOR .7e AND THE C-G 
SERIES FOR D'"®C 

In this section we shall obtain the two types of basis 
vectors that we had specified in Sec. 1. Then, from the 
structure of coupled basis vectors we shall directly read 
off the Clebsch-Gordan series for the productD+ ® C' k •• 

We start with the uncoupled basis vectors <I>. For the 
product D

k
+ 0 C1

' 14 2 we shall use the notation <I> (k+) (&f) 
+,$ P Jla' 

where p(P,) is the eigenvalue of J2(+, 12)(J2(C, 34» and the 
eigenvalue of A 34. Such a vector will be the product of a 
function of Xu x2 and another function of X 3 , x4 • Using 
the analyses of the representations [)+ and C of SU(1, 1) 
given in Sec. II of I, we see that we must introduce tri­
gonometric variables for xl> Xz as in Eq. (2.12) of I and 
hyperbolic variables for X 3 , x4 as in Eq. (2.33) of I: 

Xl = P coscp, x 2 = P sincp, (4.1a) 

IX41> IX31 : X3 = (SgUX4)P' sinha, x 4 = (sgux4)p' cosha, 

(4.1b) 

(4.1c) 

Then apart from numerical factors <I> is given by 

<I> (k+) (Sf) -exp[ _ i(2k -l)cp ](p)2 IP-1 @exp(2isa)(p,)2Ip-1(1 \ 
I' Pa a)" 

(4.2) 

The first factor in the direct product is the above­
mentioned function of Xl and X 2 , while the second factor 
is a column vector with the upper entry corresponding to 
the region x 4 > I x31 and the lower one corresponding to 
X3> I x41. We must now relate the parameters p, p', cp 
and a to the variables r, 1J, l/!, and ~ or B that we have 
introduced in previous sections to parametrize the time­
like region ~ and the space like regions V;(1) and V2(2). 

We must then rewrite <I> in the form of a column vector 
with three entries giving its values in the above three 
regions. First of all from Eqs. (2.6), (3.1), and (4.1) 
we find the following relations between the two sets of 
parameters: 

~:p=rsinh(~/2), cp = l/!, p'=rcosh(V2), a =1J, 

(4.3a) 

V2(l): p=rcosh(V2), cp = l/!, p'=rlsinh(~/2)1, a =1J, 

(4.3b) 

V2(2): p=rcos(B/2), cp = l/!, p'=rlsin(B/2)1, a =1J. 

(4.3c) 

The basis vectors have to be normalized with respect 
to the measure 

dX1 dX2 dx3 dX4 = pdp dCP • 2p' dp' d1J. (4.4) 
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It is now straightforward to write down the properly 
normalized uncoupled baSis vector <I>: 

<I> ~k+) it.') = (21T2)-lr l (1'+1")-2 exp[2is1J - i(2k- 1)l/!] 

(
[Sinh(~/2)] 2Ip-1[cosh(~/2»)2IP-1 ) 

X (1//2)lcosh( V2) ]211>-11 sinh(~/2) !2W -1 • (4.5) 
(a//2)[cos(B /2) ]ZlHI sin( B/2) 12;1"-1 

These vectors have the normalization 

(<I>if.·+)~t~:), <I>~k+)it.f» = 5/tk5(s' - s)5,.,5(p" - p)5(plll - JI)5a•a • 

(4.6) 

Let us next take up the construction of the coupled 
basis vectors. Actually, most of the work involved in 
setting up these basis vectors has been done already in 
our construction of the 0(3,1) harmonics on the unit 
timelike and spacelike hyperboloids. Only the radial 
functions 11 (r) and 12(r) for V1 and V2, respectively, have 
to be determined and these are fixed by the requirement 
that J 2 (andA) be diagonal with eigenvalue p" (and a'). 
We shall first obtain the coupled basis vectors for the 
UIR's of SU(l, 1) belonging to the discrete series which 
appear in the reduction of D+® C. These are given by 
the 0(3,1) spherical harmonics on the spacelike hyper­
boloid that transform via the UIR's {2k' - 1, o} of 0(3,1). 
In these UIH's one finds that Q = - (1/8)M2 

'" k'(l- k') and 
that the restriction of the generators J 0: of Eq. (1. 17) to 
the subspace carrying these UIH's (followed by a simi­
larity transformation rJ o:r-1) results in the generators 
corresponding to the standard UIR D;, of SU(1, 1) given 
in Eq. (1. 9) of Paper 1. This shows that the 0(3,1) 
harmonic belonging to the UIR {2k' - 1, o} gives us the 
coupled basis vector corresponding to D+® C - DO, 
which is 

(4.7) 

Similarly the basis vectors that span the UIH's {O, 2s'} 
of 0(3,1) in H give the coupled basiS vectors corre­
sponding to the reduction D+® C - C, since in this case 
Q = t + S,2 and the restriction of J 0: to the subspace of 
these UIH's of 0(3,1) (followed by the similarity trans­
formation rJ o:r-1) leads to the generators of the standard 
form for the UIR Ci/4+st2, namely the J,,(s',e') defined in 
Eq. (1. 17) of Paper 1. We can in addition verify that 
these vectors transform correctly according to the UIR 
(s', E') in the standard form (see Appendix B). 

'1< (k+ )(&f )(;::~) = r W'-2 /..f1i 

( 
1j2-k'!;:i, (~, 1J, l/!) ~ 

x a' exp[icp(S'E')](Y;k~S;:i:(~, 1J, l/!)~ • (4. 8) 
/1+ (&'f ')2(B '11 ,1,) 
J'2k-l,2& ,'" "y 

cp(s'e') is a phase angle required to ensure that 
'1<i)z+){Sf) ~!,.~') transforms under SU(l, 1) according to the 
standard UIR (s'e') set up in I. This phase has been 
eval~ted in/APpendix B and turns out to be cp(s, 0) = 1T/2, 
cp(s, 2) '" - 1T 2. The two types of vectors (4.7) and (4.8) 
are mutually orthogonal and their normalization prop­
erties are 

('1< (k1+) ('1'1) (k\+) .T, (k+) (s<) (k'+») 
\~ P1 ,'r p. 
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= 1ik k1i(S1 - s)1i, ,1ik, k,1i( P{' - p"), (4.9a) 
1 1 1 

ill! (k1 +) ('1 '1) ('i'i> ll! (k+) (S') (f:~'») 
\' Pioi ' P a 

= 1ik k1i(S1 - s)1i, ,1i(sl- s)1i" ,,1i( P{' - p")1i., ,. (4.9b) 
1 1 1 1" 

From the completeness relations for the 0(3, 1) 
spherical harmonics in the timelike and spacelike re­
gions we can immediately write down the structure of 
the C -G series for the product [)+ 0 C: 

~ 

D;0Cf/4+.2 = ~ D;"EB 1~ dS'Ct/4+.,2, 
k"::lor3/2 0 

where 

E'=O(t) and k;':ln=l(%) if k+E= integer (half-odd 
integer). (4.10) 

It is interesting to note that the urn Di/2 does not ap­
pear in the C-G series because the 0{3, 1) spherical 
harmonic corresponding to the urn {ja = 0, O} does not 
appear as a discrete summand in the reduction of func­
tions defined on the spacelike hyperboloid. For the same 
reason, as we shall see later, the UIR Di /2 will not ap­
pear in the reduction of D-0 C. 

5. C-G COEFFICIENTS FOR O+®C IN A 
CONTINUOUS BASIS 

We have two types of C-G coefficients to compute; 
namely, 

C{k+ Sf R.I P p'a p"a') = 6(p" -p -p')C(k+ Sf R. 1 p p'a a'), 

(5.1) 

for R. = (k', +) and (S'E'). The delta function on the right­
hand side always arises out of the trivial r-integration 
in the scalar product and we shall drop it in future, re­
cording only the values of C. 

From Eqs. (4. 5) and (4.7) we have 

C(k+ SE k'+lp p'a)=!ii72 (r d~[sinh{U2)]2iP 
x [cosh{U2)]2iP' y+ (k')1 (t) 

2k-l,2& ':, 

+a 1" dO[sin{0/2)]2iP'[cos{0/2»)2iP 

x Y+~k')2 (e») (52) 2k-1 ,2,! • • 

From Eqs. (3. 20) and (3. 24) we see that we have essen­
tially to evaluate the integrals 

11 = fo~ d~[sinh2{U2)]-("P')[cosh2{U2)P/2H-iP 

XF(t - k+ k' -is, ~ - k - k' -is;1-2is;-sinh2{U2», 

(5.3a) 

12 = .f dO[sin2(O /2) ]l!,+P'I[ cos2(O /2)]k-< 1/2>-1P 

XF(t + k -k' -is, k + k' -t -is;l- 2is;sin2(0/2». 

(5.3b) 

These integrals can be evaluated and expressed in terms 
of the ,Ii' 2 function of unit argumentll 

1 = r(t - is - ip')r(k' + ip + ip') 
1 r(k'+t-is+ip) 

x F (k'-k+t-is,k'+k-t-is,t-is-iP"l) 
S 2 1-2is,k'+t-is-ip " 

(5.4a) 
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1 = r(t - is - ip')r(k - ip) 
2 r{k+t -is -iP-ip') 

x (k - k' + t - is, k + k' - t - is, t - is - iP'. 1) 
SF2 1 2' k+.!. . 'p 'p' " - zs, 2 - ZS - Z - Z 

(5.4b) 

Thus we have the following result for 6: 

C{k+ Sf k'+1 P p'a) 

( 
r(2is)r{2k')Il ) 

=.fii72 Nl r(k + k' _ t + is)r(k' _ k + t + is) + (s - - s) 

( 
r(2is)r{2k) 12 ) 

+a,frrj2N2 r(k+k'-t+is)r{k'-k+t+ is) +(s--s) . 

(5.5) 

Turning now to C -G coefficients of the second kind, 
we have from Eqs. (4.5) and (4.8) 

C{k+ SE s'E'1 p p'a a') 

= (,fi /2>[10 ~ d~[sinh(U2) ]-2iP[cosh(~/2) ]-ZiP'Y;k~S;:i.W 
+ -12 a' exp[iCP{s'E')] (10 ~ d~[sinh(~/2)]-2iP' 
x [cosh( U2) ]-ZIPYz~~S;:i:W + a fa' dO[sin(O /2)]-2jp' 

x [cos(O /2) ]-2iPY;k~;:i.2(0») J. (5.6) 

From Eqs. (2.17), (3. 14a), and (3. 14c) we see that we 
have to evaluate the following three integrals: 

J,. = 10 ~ d~[sinh2( U2) ]k-l/2-IP[cosh2( U2) ]iC.-P) 

XF(k+is +is', k+is -is';2k;-sinhZ(U2»; (5.7a) 

/2= fo' ddsinh2(U2)]iC,-P')[coshZ(U2)]k-l/Z-IP 

XF(k + is + is', k + is - is'; 1 + 2is; - s' nhZ( U2»; 

(5.7b) 

/3 = 1o~ dO[sin2( 0/2) ]iC.-P')[cos2(O /2) ]k-l/2- iP 

XF(k + is + is', k + is - is'; 1 + 2is;sin2(O /2». 

(5.7c) 

These integrals can again be expressed in terms of 
the gF2 function of unit argumentll : 

/ _ r(k - ip)r(t + is' + ip + ip') 
1- r(k+ ~+is' +ip') 

x F (k+iS +is', k -is +is', k -iP. 1) 
3 2 2k,k+t+is'+iP' " 

(5.8a) 

J = r(t + is - ip')r(t + is' + ip + ip') 
2 r(l+is+is'+ip) 

x F (k + is + is', 1 - k + is + is', t + is - iP'. 1) 
32 1+2is,1+is+is'+ip " 

(5.8b) 

J = r(t + is - ip')r(k - ip) 
3 r(k+t+iS -ip-ip') 

x F (k+iS+iS"k+iS-is',t+ iS -iP"l) (5.8c) 
S 2 1+2is,k+t+is-iP-iP' , . 

Hence we finally get for the C -G coefficient 

C{k+ SE s 'E' 1 p p'a a') =21 + a' exp[iCP(S'E') ](22 + a23 ) , (5.9) 

where 
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!J =_(·/2.[2rr)22i., r(k+is'+is)r(k+is'-is) J 
1 t r(2k)r(2is') 1 

!J2 = -.[2 (s' /8rr2)22Ur( - 2is')[exp( - s'rr) + 1/.,exp(S'rr)] 

X ({exp[srr - i(2k - 1)(rr/2)] + 1/.' exp[ - srr +i(2k - 1)(rr/2)]} 

r(k + is + is') . - ~ 
xr(k . . ,) r(-2ts)12 +(s--s) , 

-tS - ts 

!J3 = .[2 (s' /8rr 2)22i., r( - 2is ')[exp(s 'rr) + 1/., exp( - s'rr)] 

X {exp[ - srr + i(2k -1)(rr/2)] +1/.,exp[srr - i(2k - 1)(rr/2)]} 

(
r(k+iS+iS')- ) 

X r(k _ is _ is') 13 + (s - - s) , 

{
-1 for E' = 0 

1/.,= +1 forE'=t. 

This completes the evaluation of the C -G coefficients 
for D+ 181 C in a continuous basis. 

6. C-G SERIES AND COEFFICIENTS FOR D-~C 

To obtain the C -G coefficients for D" ® C we can make 
use of the outer automorphism T. We know that T(k, 1/) 
=(k, -1/) and T(S,E)=(s,e). Hence if «.181«.'=,£«." then 

T(f<.) 181 T«<") =L)T«<."). (6.1) 

Applying this to the C -G series for D+ 181 C we get 

'" 
D;;®C!= 6 D;;,tBJo"'ds'Q/4+.,2. 

k'=l or 3/2 
(6.2) 

Turning to the C -G coefficients we observe that T is 
diagonal in the urn's C~ which implies 

C( T(f<.) 7"(<.') T«<''')y I pa p'b p"e) 

=abe6ayy .C«<. «.' «."y'lpap'bP"c), (6.3) 
y' 

where y is a multiplicity index for the representation 
«." occurring in the reduction of «. 181 «., and ~~Y' a set of 
mixing coefficients. Applying this to the case of D+ 181 C, 
we obtain 

C(k- SE k'-lpp'aP")=aC(k+se k'+ Ipp'ap") (6.4a) 

C(k- se S'E' Ip p'a p "a')=aa'C(k+ SE s'e'l P p'a P "a')(6. 4b) 

and the same relations hold for the G's. 

7. SUMMARY 

FollOwing the approach of previous papers we have 
related the Clebsch-Gordan problem of SU(l, 1) for 
products of the type n;. 181 C(\/4)+&2 to the properties of 
0(3,1) spherical harmonics on the timelike and space­
like hyperboloids in an 0(2) 181 0(1,1) basis. 12 We thus 
understand in a new way the structure of the C-G 
series for this case. Using these spherical harmonics 
we have computed the C -G coefficients in a continuous 
basis and these are again expressed in terms of the 
3F2 function of unit argument. There are however 
several terms: four in the case of D+ ®C -D+ and five 
in the case of D+ ® C - C. Using the properties of the 
representations D+ and C under the automorphism T 
we have related the C -G series and coefficients for 
D" ® C - D" and D- 181 C - C with the corresponding ones 
for the product D+ ® C. 
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APPENDIX A 

In this appendix we shall be concerned with the deter­
mination of the two normalization constants N1 and N2 
which were left undetermined in Eqs. (3.20) and (3.24). 
We will first find the integral representations for the 
functionsf."I1)(~) andf,p)(8) given by the method of in­
tegral geometry and then compare them with Eqs. (3.20) 
and (3~ 24). This offers a means of fixing the constants 
N1 and N 2 • 

As stated in Sec. 3, the method of integral geometry 
gives the following prescription for the construction of 
(square-integrable) functions on the unit spacelike 
hyperboloid transforming via the UIR {n, O} of 0(3,1) 
for n = 1,2,3, .... Consider a function F(l, bin) of two 
unit 3 -vectors 1 and b subj ect to the constraint 

F(l, R(l, w)b;n) = exp(inw)F(I, bin), (A1) 

where R(l, w) stands for a space-rotation through an 
angle w about the direction of 1. Then a functionf(x) EH 
lying in the subspace of the urn's {n,O} can be written 
in fully reduced form in terms of F(l, bin). Thus 

'" 
f(x) = (2/rr2) L) n J dO(I)5(x4 -x ·1)F(I, x - x 41;n), (A2) 

"=1 
with the norm of f (x) given by 

00 

J (dx)lf(xW=(4/rr2)6nJ dO(I)IF(I,b;nW· (A3) 
"=1 

(dx) is the 0(3,1) invariant measure on the spacelike 
hyperboloid and dO(I) the solid angle element associated 
with the vector 1. We shall find it convenient to intro­
duce Euler angles a, {3, y to describe I and b: 

1= (sin{3 cosY, sin{3 siny, cos(3), 

b = (cosa cos{3 cosy - sina siny, cosa cos{3 siny 

+ sina cos{3, - cosasin(3). (A4) 

Then the a -dependence of F(l, bin) factorizes due to the 
constraint in Eq. (A1) if we realize 

exp(ia) = phase between 0 and 2rr of - b3 + i(l xb)3' 

(A5) 

Then, 

F(l, bin) =F(a, (3, Yin) = exp(ina)F(O, (3, Yin). (A6) 

In order to construct an eigenfunction of M2, M 12 , and 
M34 with eigenvalues 2(~ -1), m, and a, respectively, 
we choose 

Fnoma(a, (3, Yin) = 5nno exp(ina - imy)[cot{3/2)ia /sin{3]. 

(A7) 

Then from Eq. (A3) the norm of the corresponding 
fnoma(x) becomes 
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.f (dx)f"om ••• (x)*fno"'" (x) = 16noli"b"0 lim' m Ii(a' - a). (AB) 

Parametrizing the unit spacelike hyperboloid (x2 = 1) 
according to Eq. (3.1), we have 

f () (f"~~(~, 1), l/J») (. . ",)(f"~.:.aW) 
"0"'" x = f"~~(B,1),I/!) =exp zaTJ-zm'l' fn62~(8) • 

(A9) 

Substituting Eq. (A7) in Eq. (A2) and changing the 
variable from i3 to A by cotJ3/2 =exp(A), we find after a 
few simple manipulations 

f"~~W = (2no/7T2) .fo 2. exp(imy) dy .r.: exp( - iaA) ax 
x 15 (sinh( ;/2) coshA - cosh( ~/2) COSy) 

x (sinh( ;/2) sinhA + i cosh(;/2) siny)"O, (A lOa) 

f"~.:.a(8) = (2no/7T2) 102
> exp(imY) dy f.: exp( - iaA) ax 

x Ii (sin( 8 /2) sinhA - cos( B /2) COSy) 

x (sin(8 /2) coshA + i cos(8 /2) siny)"o. (A lOb) 

These functions have the following normalization for 
fixed m and a but different n: 

7T
2 (.C d~ I sinh~ 1!"~~*Wf"~W + 1.: d8 I sin8 1!"~~(B)f"~(B») 

= 16nli".". (All) 

Let us first concentrate on f"~(~) and put the integral 
representation for this function, Eq. (A10a), in a more 
convenient form. The 0 function can be used to carry 
out the A integration. Since coshA is an even function of 
A, we have 

li(coshA sinh( ;/2) - cosy cosh( ;/2» 

= [1i(A - AO) + Ii(A + Ao)]!sinhAosinh(;/2), (A12) 

where coshAo = coth(~/2) COSy. Moreover, since coshAo 
?-1, we must have cosy?-tanh(;/2). Therefore, we have 

fn<;,),(~) = (2n/1T2) .r.:~ exp(imy) dy[sinhAo sinh( V2) ]-1 

x {exp( - iaAo) [sinh( ~/2) sinhAo + i cosh( ;/2) siny jn 

+ exp(iaAo)[ - sinh( ~/2) sinhAo + i cosh( ;/2) sinY N. 
(A13) 

Changing variables to J.I. defined by sinJ.l. = cosh( ~/2) 
x sinY (which makes the integration go from - 1T /2 to 
7T /2), we get after some calculation 

f"~W 
= (2n/1T2)[cosh( ~/2) ]-n{[sinh( ~/2) ]l.cp (n, m, a; - sinh2(;/2» 

+ (-l)"[sinh( ~/2)]-i.cp (- n, m, - a;- sinh2( ~/2»}, 

(A 14 a) 

cp(n, m, a;z)= J</2 txp~inJ.l.)~i/2 (v'COS 2 J.1. -z +isinJ.l.)m 
-./2 cos J.I. -z 

x U cos2 J.1. - Z + COSJ.l.)-I.. (A 14b) 

If we now equate this expression for f"~(~) with that ob­
tained in Eq. (3.20) which is 

fn~(~) = N1[cosh( ;/2) ]mr(n + 1) 

[ 
r(ia)[sinh( ~/2) ]-1. 

x rn1+m+n+ia)/2]r[(1-m+n+ia)!2] 
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F(1+m+n-ia 1+m-n-ia l' . h2~) 
X 2 ' 2 ,-za;-sm 2 

+(a--a)]. (A15) 

we have an equation which can fix the value of N1 • To 
achieve this we multiply both sides by (sinh( ;/2»1., 
replace a by a - iE, E> 0, and take the limit ~ - 0 +. 
Then the second term on the left-hand side [i. e., of Eq. 
(A15)] vanishes since 

[sinh( ~/2) ]21<.-1,) = [sinh( ;/2)]21·[sinh( ~/2)]2' - o. 
On the right-hand side [i. e., Eq. (A14)] the second cp 
becomes finite so that we get 

N r(n + 1)r(ia) 
lr[(1 +m +n+ia)/2]r[(1-m +n+ia)/2] 

=(_1)"2~ cp(_ n, m, _ a+iE ;0) + 2~ lim 
1T. 1T t-o. 

X{[sinh( V2»)2I.+ 2'cp(n, m, a - iE; - sinh2( ~/2))}. (A16) 

Now, 

cp(- n, m, - a + iE;O) = 21• L:~: d J.I. exp[i(m - n)J.I.](coSJ.l.)I.+,-l 

= 217TU aVre +m ;n+ia) 

xr(1-m ;n+ia), 

using standard results. 13 

(A17) 

The second term in Eq. (A16) can be shown to vanish 
in the limit. Thus we end up with the following value for 
N 1 : 

N_4n _1)" r[(1+m+n+ia)/2] 
1- 1T ( r{n+1)r[{1+m-n+ia)/2]' (AlB) 

Turning now to the case of f"~(B), we can again make 
use of the Ii function in Eq. (A1Ob) to do the A 
integration: 

liesin( B /2) sinhA - cos( 8/2) COSy) 

= 15 (A -Ao)/coshAosin(8/2), where sinhAo=cot(8/2) cOSY. 

(A19) 

From here on the calculation proceeds along Similar 
lines as before and we finally end up with the result 

N = 4n (_1)" r[(1+m+n+ia)/2] 
2 1T r(1+m)r[(1+m-n+ia)/2] 

(A20) 

APPENDIX B 

This appendix deals with the phase angle cp(s, e) intro­
duced in Eq. (4. B). The need for such a phase was en­
countered once before in II when we considered the re­
duction of the product D+rg,D- and the situation here is 
analogous. We have the representationD+rg, C of SU(1, 1) 
and a representation of 0(3,1) acting on the Hilbert 
space H, the two representations commuting with each 
other, but sharing the same Casimir operator. Hence 
by reducing the 0(3,1) representation into UIR's we 
were able to simultaneously achieve the reduction of 
D+rg, C into UIR's of SU(1, 1) and by suitably choosing a 
basis inH we were able to isolate the product D+rg,C 
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fromLr® ( and thus obtained its reduction into UIR's. 
Now in reducing the 0(3,1) representation on H we were 
led to set up complete sets of spherical harmonics for 
the timelike and spacelike regions Vj and V2 of Minkow­
ski space. The 0(3,1) spherical harmonics belonging to 
the UIR to, p} served as basis functions for the continu­
ous series of UIR's of SU(1, 1) in the reduction of D + 0 (. 
Using the method of integral geometry we ensured the 
complete identity of 0(3,1) transformation properties of 
these spherical harmonics in Vl and V2 • 

Consider now a general vector IE" H belonging to the 
urn (s',e) of SU(l, 1): 

~ ~:rl(r)Y2-k~;:-i'(~' 1}, l/I) ~ 
1= _ ~I J~dSCk(S) exp[irn(s'e)J£(r)(Y2+k~ti.l(~,1],l/I)~ , 

k_12or1 'f' J2 Y+<"")2(B ,I,) 2k-1,2. , 1}, 'f' 

(B1) 
where the Ck(S) are arbitrary constants. 

The 0(3,1) transformations can in no way distinguish 
between the components of I belonging to li and V2 since 
r is invariant under 0(3,1) and y- and y' have been 
chosen to transform identically. On the other hand, 
SU(1, 1) transformations, which commute with the 0(3,1) 
ones, cannot alter the 0(3,1) structure of I. Hence if 
h=exp(itJo)/, where Jo is one of the generators of 
D+ ® C, both I and h will have the same 0(3,1) spherical 
harmonics [or the same set of constants Ck(s)J the only 
difference being in the radial functions. The ensure that 
the radial functions transform under SU(l, 1) according 
to the standard urn (s', E') set up in I, we must suitably 
choose the phase angle cp(s'e') which is the only freedom 
allowed by the 0(3,1) representation. 

To determine cp(S'E') we must first discover the rela­
tion between the radial functions in h and in I. We can 
then adjust cp(S'E') so that this relation is given by the 
kernel for the finite transformation exp(itJo) in the 
standard representation (s', €') of I. 

From Eq. (1.17) we have 

Jo = t{x2 
- 0 2

). (B2) 
Hence, 14 

[exp(itJo)/J(x)=h(x; t)= J d 4xL(x,x'; t)/(x'), (B3a) 

L(x, x'; t) = [21T sin(t/2) J-2 exp{ - i[{x2 + X,2) cos(t/2) 

-2x ·x'J/2 sin(t/2}}. (B3b) 

Let us choose I(x) to be nonvanishing on li (and by 
reflection IR on V;) and zero on V;. We can get an equa­
tion for cp (s'et) by evaluating hex; t) on V2 , say V;<U. Then 
we must parametrize x' according to Eq. (2.6) and x 
according to Eq. (3.1a): 

x· x' = rdcosh( ~/2) sinh(~' /2) cos(l/I-l/I') 

- sinh ( V2) cosh(~' /2) cosh(1} -1}')J, 

d 4x' = t r,sdr' sinh~' d~' d1}' dl/l'. 
Hence we have 

hex; t) = her, ;, 1}, l/I;t) 

=.! r~r'sdr' r~sinh;'d;'f~d1}' r 2"d,{,l 
4 Jo Jo _~ Jo 'f' 

(B4) 

X exp[ - (i/2)(r 2 
- r,2) cot(t/2)J r (irr' 

(21T sin(t /2)]2 rxp sin(t /2) 
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x [cosh(V2) sinh(~Y2) cos(l/I-l/I') - sinh(V2) 

Xcosh(~' /2) cosh(1} -71')])/(li) + exp( s~:t:i;) 
X [cosh(~/2) sinhW'2)cos(l/I-l/i') - sinh(;/2) 

X CO~Sh(;' /2) C~Sh( 71 - 71')] )/: V;) ] 2r 

=t r r,3dr' r sinh~'d~'f d1}' r dl/l' Jo Jo .. CID J o 

X [21T sin(t/2)]-2 exp[ - (i/2)(r 2 - r,2) cot(t/2)] 

X{exp(ia[cosh(;/2) sinh(;,/2) cos(l/I-l/I') 

- sinh(~/2) cosh(~'/2) cosh(1} - 1}') J) + 1}.' 

xexp(- ia[cosh(V2) sinh(f/2) cos(l/I-l/I') 

- sinh(V2) cosh(~' /2) cosh(1} - '11') ])}/(Vj) , 

(B5) 

where we have setlR = '11., and a = rr' /sin(t/2). For 
I(li) we must put in an expression corresponding to Eq. 
(B1): 

The requirement that hex; t) have the same 0(3,1) struc­
ture as I and that the radial functions of hex; t) must 
transform correctly under the urn (S',E') of SU(l, 1) 
imply that 

exp[iCP(s'E')]~l)(r,;, '11, l/I; t) 

=~ JdsCk(s) exp[icp(s'e')Jh2(r; t)Y2~~f:i:(;, 71, l/I) (B6a) 

and 

h (r· t)- r~ r,3dr' L<"")(r r'· t)l£ (r') 2 , - J o 21, ,r.l1 , (B6b) 

where 

L~f")(r, r'; t) 

= [1T sin(t/2)]-1(rr,)-1 exp[ - (i/2)(r 2 - r,2) cot(t/2)J 

X [exp( -1TS') - 71., exp( 1Ts')]K2is(a). 

(We have taken account here of the change in measure 
from rdr to r 3 dr as compared to the standard urn's 
defined in r.) Equating the expressions for hex; t) in Eqs. 
(B5) and (B6a), we clearly have an equation for cp(s'E'). 
Since 11(r') is arbitrary, we see that the equation must 
be independent of 11(r'). Further, ; is a free parameter 
in the equation and we can therefore set ; = 0 to simplify 
the equation. Finally, recalling that 

and 

Y2-k~;:i)~', '11', I/J') = exp[2is'l1' - i(2k -1)I/J' ]Y2-",~·o;:i.(~') 

(B7a) 

Y2+k~';:-d;(~, 71, I/J) = exp[2is'l1 - i(2k - l)l/J JY;':'";:i;W, 

(B7b) 

we finally end up with the following equation for cp(s'E'): 

exp[icp(S'E')]~ J dsCk(s)[exp( -1TS') -1}~.exp(1Ts') ]K215, (a) 
k 

X Y;k~;:i.(~= 0) = - (eI! /161T)P J dsCk(s) .C dcosh~' 
xi: d1}' fo2r dl/J' exp[ - 2is1}' + i(2k -l)l/I'] 

x Y2-k~;'i.W {exp[iel! sinh(~' /2) cosl/J']} 
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+ 1).,exp[ - io sinh(~' /2) cosl/!']} 

= - (0/l61T)6 Ck(O) 1. 00 

dcosh~' r· dl/!' 
k 1 0 

xexp[i(2k -lW]Y2i.~t;?(~') 

x{exp[io sinh(~' /2) cosl/!'] + 1) .. 

x exp[ - io sinh(f /2) cosl/!']}. (B8) 
Now 

y ;k~ti.(~ = 0) =..f41i (s' /41T2)O(s)221'r( - 2is') 

x [exp(s'1T) + 1)., exp( - S'1T) ]{exp[i(2k-l)(1T /2) J 

[ . ] r(k + is') + 1)., exp - z(2k -1)(1T /2) } r(k _ is') • (B9) 

Thus we see that only the Ck(O) part of the equation 
survives on both sides. However, since Ck(O) are also 
arbitrary numbers the equation must be independent of 
them. We are finally left with the following equation: 

exp[iCP (S'E')]..f41i (s' /41T2)221., r( - 2is')1).,[exp(s'1T) -1)., 

][ ]I( r(k + is') 
xexp( - S'1T) exp(s'1T) + 1).,exp( - S'1T) 21.' (0) r(k _ is') 

= (0 /16)21T 11
00 

d cosh ~'Y ;k~';:ri(~')J2k-1[0 sinh(~'/2)]. 

(BlO) 

The integral on the right-hand Side can be evaluated 
using standard formulas15 and we end up with the result 

cp(s'O) = 1T/2, cp(s'!)=-1T/2. (Bll) 

*Present address: Center for Theoretical Studies, Indian 
Institute of SCience, Bangalore-12, India. 
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The Clebsch-Gordan problem and coefficients for the 
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This is the last of four papers describing a new approach to the Clebsch-Gordan problem for the 
group SU( I. I). Here we have related the Clebsch-Gordan series for products of the type C 0 C to 
properties of the group 0{2. 2) and the structure of the series is thus seen to arise out of the 
properties of 0(2. 2) spherical harmonics in an 0(1, I) 0 0 (I, I) basis. The Clebsch-Gordan 
coefficients in a continuous basis are also evaluated. 

INTRODUCTION 

This is the fourth and final paper in a sequence devoted 
to a new treatment of the Clebsch-Gordan problem for 
the unitary irreducible representations (UlR's) of the 
group SU(1, 1). I The entire work has been presented in 
four parts because of the characteristic differences be­
tween the four essentially distinct kinds of direct pro­
ducts of UlR's one can form; but the unifying element is 
the fact that in each case a particular four-dimensional 
real orthogonal or pseudo-orthogonal group acts as a 
symmetry group of the problem and essentially deter­
mines the structure of the C-G series. In addition, of 
course, we determine a normalized set of Clebsch­
Gordan coefficients in an 0(1, 1) basiS in each case. 

In the three previous papers, we related the direct 
products D+ 0 D+, D+ 0 D- and D+ 0 C to certain repre­
sentations of 0(4), 0(2,2), and 0(3, 1), respectively. 
These representations were required in an 0(2)00(2), 
0(2)00(2), and an 0(2)00(1,1) basis, respectively. In 
the present paper, we solve the C-G problem for pro­
ducts of the form C 0 C using some properties of certain 
representations of 0(2,2) in an 0(1, 1)00(1,1) basis; 
this is the symmetry group for such products. The 
reader will notice that the treatments of the four kinds 
of products of UIR's of SU(I, 1) are very similar to one 
another upto the point where one recognizes the appro­
priate four-dimensional rotational symmetry, but 
naturally diverge thereafter. 

In Sec. 1, we construct the unitary representation 
C 0 C of SU( 1, 1), and display the group of transforma­
tions, G, under which it is invariant. The representa­
tion C 0 C acts as the source of all products of the form 
C; 0 C~. The group G consists of its identity component 
which is just the group 0(2,2) and one more component 
generated by a discrete symmetry transformation of 
C0C. The structure of G, its action on four-dimen­
Sional real space, and the choice of angular variables 
in this space appropriate to the present problem, are 
all explained in Sec. 2. Combining these results with 
the expression of the Plancherel theorem for SU(I, 1) in 
an 0(1, 1) basis, we carry out in Sec. 3 the construction 
of a complete set of "spherical harmonics" for the 
group G, in four-dimensional space. All these steps 
are quite similar to those taken in the three previous 
papers of this series, only the details differ. With the 
help of these spherical harmonies, we set up in Sec. 4 
the two types of basis vectors in the space of the repre­
sentation (0( of SU(l, 1) from whose structure the 
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C-G series for the product C; 0 C;' is easily read off. 
Finally, Sec. 5 gives the expressions for the C-G co­
efficients in the 0(1,1) basis and Sec. 6 contains a 
summary and remarks on this work. 

1. SYMMETRIES OF THE REPRESENTATION 
C0C OFSU(l,l) 

Let us take the direct product of the unitary repre­
sentation ( of SU(l, 1), constructed in Sec. 2 of I, with 

itself. We shall write H«(, 13) and H(C, 24) for the two 
Hilbert spaces in which the individual representations 
( are defined, so that C 0 ( acts in the space H 
=H«(, 13)0 H(C ,24). The numerals 1 and 3 label the 
variables used in constructing the generators of the first 
factor, 2 and 4 those of the second factor, in the pro­
ductC0C, in the manner of Sec. 2 of I. [The numbering 
is done in this particular way because then the de­
scription of the group 0(2, 2) in terms of 0(2, 1) can be 
taken over with no changes at all from II. ] Elements of 
H will be functions l(x1 , x2 , x3 , %4) with the squared norm 
given by 

The four independent sets of oscillator operators de­
fined on H obey 

(aj> a;] = 6 Jk' [aJ' ak] = raj, a;] = 0, 

j, k 1,2,3,4. 
(1. 2) 

The generators for C 0 C are the sums of the individual 
sets of generators, and in terms of the above oscillator 
operators they are 

J", = Jo,(c, 13) +J",(C, 24): 

J o = i( ai al - a;a3 + a;ll:! - a;a4), (1. 3) 
J I = t(a;a;: - a;a; + alaI - asas + a;a; - a;a; + llzllz - a4a4), 

J2 == - (i/4) (aiai + a;a; - alaI - aSa3 + a;a; + a;a; - a2llz - a4a4)· 

To disclose the symmetries of these generators, we 
switch over to new operators b .. , b~ defined as 

(1. 4) 

Using the diagonal metric tensor g .. ", with gll =g22 
= - gss = - g44 = + 1 for raising and lowering of Greek 
indices, Eq. (1. 2) becomes 

Copyright © 1974 American Institute of Physics 1656 
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(1. 5) 

b,,= __ l_' (X,,+o,,), b:=_i_(x,,_o,,), 0 =~. 
~ {2 ~ ~ f2 " ox 

At the same time, the JOt. take on a simple appearance: 

Jo= t(g"vb:bv + 2), 

J l = i g"V(b:b~ + b "b), (1. 6) 

J2 = - (i/4)g"V(b:b> b"b). 

It is clear that the basic commutation relations (1. 5) and 
the total SU(1, 1) generators J", are unchanged when we 
perform a real linear transformation 

(1. 7) 

that leaves the indefinite quadratic form x2 = x" x" in­
variant. There is then a unitary representation of the 
group of matrices 110" vII acting on H and commuting with 
the representationC0C of SU(1, 1). As in IT we shall 
write 0(2,2) for the identity component of the group of 
matrices 110" vII; its representation onH is generated by 
the six operators M"v: 

M "v= i(b:bv - b~b ,,) = i(x" 0v - xvo ,,). (1. 8) 

Among the improper transformations we shall make 
particular use of the following two: 

P13: Xl - - Xl' 

P 24: Xl - Xl' 

(1. 9) 

Actually, these two transformations lie in the same 
component of the full group because of the relation 

(1. 10) 

We shall write G for the group made up of the identity 
component, 0(2,2), and the component containing P 13 

(and P 24). The relations between 0(2, 2) and P 13 will be 
worked out in the next section. We may note here that 
the product P 13P 24 , corresponding to the transformation 
x" - - x" belongs to 0(2,2) and commutes with all ele­
ments of G. 

The symmetry properties of the operators JOt. under 
G are expressed by 

(1. 11) 

For the individual sets of generators we have the lesser 
symmetries 

[JOt.(C, 13) or J",(C, 24), M13 or M24 or P 13 or P24]=0. 

(1. 12) 

We may remind the reader that in reducing the repre­
sentation C onH(C, 13), for instance, into UIR's, one 
has to simultaneously diagonalize M13 and P I3 • 

It is important to know, in the present kind of direct 
product, how the outer automorphism 'T: J 0 - - J 0' 

J 1 -- Jl' J2 -J2 is implemented. For the first factor in 
the product C 0 C, defined on H(C, 13), it is implemented 
by the unitary operator 1/13: 

(1. 13) 

Similarly, for the second factor, it is implemented by 
1/24: 
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(1.14) 

[Recall that 1/13 commutes wijh both M13 and P 13 ; on the 
other hand, a subspace of H(C, 13) which is an eigen­
space of both M13 and P I3 carries just one UIR c~ occur­
ring in the reducible representation C with P I3 deter­
mining E, M 13 determining q. Therefore, A 13 acts within 
each UIR obtained in this way, not connecting it to an­
other appearance of the same UIR on another subspace 
of H(C, 13). The same holds for A24' ] For the total gen­
erators J "" the automorphism 'T is implemented by 

1/ = A13A24: 

(/I f) (Xl' X2' X3' X4) = f(x3, X4' Xl' X2), 

(1. 15) 

And if we pick a particular product c; 0 C;' from out of 
( 0 ( on account of the above-mentioned properties of 
Ii 13 and A 24' we see that A carries this product into 
itself. This operator A will be used in the sequel. 

The connections between the various Casimir opera­
tors, established in previous cases, hold good again. 
For the invariants associated with the two factors in the 
product C 0 C, we have 

For the total SU(1, 1) Casimir operator Q, we have 

Q = (Jl )2 + (J2f - (Jo)2 = - iM", 

M
2
=M"vM"v' 

(1. 16) 

(1. 17) 

where M2 is one of the two 0(2,2) invariants. The other 
one, E"vpa M"v M pa vanishes on account of the special 
form of Muv' 

We shall next specify the natures of the uncoupled and 
coupled bases for H, with whose help the C-G series 
and coefficients will be determined. In the uncoupled 
baSiS, the simultaneously diagonal operators will be 
M I3 , P 13, J2«(, 13), A13 and M 24, P24, J2(C, 24), A24; 
thus a particular product C; 0 C;: will be singled out, the 
eigenvalues of M I3 and P I3 determining q and E, those of 
M24 and P 24 determining q' and E'. In the coupled baSiS, 
M I3 , P I3 , M 24, and P24 will again be diagonal, and to 
these will be added Q and J 2 • In addition, when Q> t. 
the operator A and one other operator will be diagonal; 
this latter one is necessary because of the double ap­
pearance of each continuous class UIR C;': in a product 
C;0C~ . 

In the following sections, we shall describe the con­
struction of a complete set of 0(2,2) "spherical har­
monics" in a basis in which M13' M 24, and M2 are diag­
onal, and then by including the action of P 13 (and P 24) 
extend them to bases for certain UIR's of the larger 
group G. We conclude this section by recording the 
equations that isolate the "angular dependences" of the 
J", in the operator Q; the method is exactly the same as 
in the previous cases. We have 

J O=i(X2- ~(X.O)2_ :2 X'o- ~Q), 

J 1 =-i(x2+ ~(X'O)2+ :2 X ' O+ ~Q), 
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J2=-(i/2)(x.a+2), x.a::x ... a .... 

2. STRUCTURE OF G AND CHOICE OF 
ANGULAR VARIABLES 

(1. 18) 

Let us divide the four-dimensional space into two re­
gions, V. and V_ accordingly as the indefinite form x2 
is either positive or negative. The surface x2 = 0 can be 
ignored. A function I(x) EH can be written as a column 
vector with two entries, f _(x) and f .(x), giving its 
values in V_ and V., respectively:2 

IFH f=(!:~;D' 
11/1I2=J d 4xi/Jx)i 2+ J d 4xi/.(x)i 2. v_ V. 

(2.1) 

We shall write H * for the two subspace corresponding to 
I~=O respectively; soH =H.(JJ H.· We shall make use 
of the mapping P defined by 

(2.2) 

We shall write H. for the two subspaces corresponding to 
given in Eq. (1. 15) and implements the automorphism 
T on the total generators J", can be rewritten using P: 

(A I) (x) = I(Px). (2.3) 

Note that P is not contained in the symmetry group G, 
and is not related to P l3 and P24. 

We need a convenient description of G and its action 
on x ... in a form that will suggest a natural choice of the 
angular variables and spherical harmonics. Let us be­
gin with the structure of 0(2,2). We recall from Sec. 2 
of II, we shall make each direction within V. correspond 
which can be uniquely parametrized using four real 
variables (al' a2, a3, a4), as 

g(a)=al -ia2(J3- a3(JI-a4(J2' 

(2.4) 

there are two special transformations L(g) and R(g) of 
0(2,2): 

a4 al - a2 
:: -a:3 =::) 

- a3 ~ al • 

(2.5) 

These transformations obey 

L(g')L(g) =L(g' g), R(g')R(g) =R(g' g), 

L(g')R(g)=R(g)L(g'), (2.6) 

and the general element in the identity component of 
0(2,2) can be written as L(g)R(g'), g and g' being in­
dependent SU(l, 1) elements. In this way, the 
SU(l, 1)0 SU(l, 1) structure of 0(2,2) (locally) is made 
manifest. The structure of G is specified by stating the 
following relations, which are easy to verify, in addition 
to (2.6): 

P I3L(g)PI3 =P24L(g)P24 =L(T(g», 

PI~(g)PI3 = P24R(g)P24 =R(T(g)); 

PI3P24=P24PI3=-1, PI32=P242==1. 
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(2.7) 

For convenience, the properties of P24 have been written 
down, though they follow from those of Pl3 and Eq. 
(1. 10). The change g- T(g) corresponds to a change in 
sign of the parameters a2 and a4 in E q. (2.4). 

In order to describe the action of G on x ... as in Sec. 2 
of n, we shall make each direction within V. correspond 
to one element of SU(l, 1) in a reversible way, and simi­
larly for V_. So we define 

xE V. :x2=r, r>O, 

a(x) = y-1(XI - iX2(J3 - X 3(JI - X4(J2)' 

xEV.:r=-r, r>O, 

a(x) = y-1(X3 - iX4 (J3 - Xl (JI - X2(J2)' 

a(Px) == a(x). (2.8) 

Then the transformations of G applied to x ... can be de­
scribed in this way: 

a(L(g)x)=ga(x),. all x, 
a(R(g)x) = a(x)g·l if x eo V., a(x)T(g)-1 if x eo V_, 

(2.9a) 

a(PI3x) = -1' T(a(x)), all x, 

a(P24x) = T(a(x)), all x. (2.9b) 

The replacement of x ... by {r, a(x)} is to be viewed as 
the passage from Cartesian to radial and (generalized) 
angular variables; within each of the regions V. and V_, 
the SU(1, 1) element is the "angle". Once a definite 
parameterization for SU(l, 1) is adopted, those param­
eters become ordinary "angular" variables. Each of the 
functions f .(x) in Eq. (2. 1) can be written as a function 
f,,(r;a(x)) and the squared norm of f is 

IIfll2 = 27T2 r Tdr J dg(if-(r;g}f2+ if.(r;g}f2>. 
o $u<1,ll (2. 10) 

Here, dg is the invariant volume element on SU(1, 1), 
written down in Eq. (2.20) of II. 

The parametrization that we seek for SU(l, 1) must be 
such as to make M 13 , M24 particularly simple. Since 
gll = - g33 and g22 = - g44 each of these operators gen­
erates hyperbolic, and not Euclidean, rotations. The 
appropriate parametrization for SU(1, 1), in these cir­
cumstances, is the 0(1, I)-parametrization, 3 and not the 
Bargmann parametrization which was used in II in de­
composing the representation f)' 0 f) -. This parametriza­
tion of SU(l, 1) can be explained briefly as follows. 4 For 
the moment, denote the generators of the defining two­
dimensional representation of SU(l, 1) by J o' J I , J 2 ac­
cording to 

(2. 11) 

Then, barring a set of measure zero, every element 
g(a) in SU(l, 1) can be written uniquely in the form 

(2. 12) 

where X(a) is a suitable and simple element of the group. 
Depending on the signs of the expressions ~ - a3

2
, 

~ - ~ etc., [cf., Eq. (2.4)], the group space can be 
divided into five disjoint regions and in each of them a 
particular form of X(a) is to be used. The definitions of 
these regions, and the decomposition in the above 
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fashion to be used in each of them, are as follows: 

(i) Region R: a~ > a~, a; > a!, 

g(a) = exp(itJ2) exp(iI-LJo) exp(it' J2 ), - 00 < t, t' < 00, 

- 21T ~ I-L ~ 21T; 

(ii) Region 50: ai > a~, a; < a!, al >-- 1, 

g(a) = exp(itJ2) exp(ivJl ) exp(it' J 2 ), - 00< t, t' , v < 00; 

(iii) Region 51: a~ <~, a~ > a!, a2 ~ - 1, 

g(a) = exp(itJ2 ) exp(i vJl ) exp(i1TJo) exp(it' J2), 

_OO<t, t',v<oo; 

(iv) Region 52: a~>~, a;<a!, al~-I, 

g(a) = exp(itJ2) exp(ivJl ) exp(21TiJo) exp(it' J2), 

_OO<t,t',v<OO; 

(v) Region 53: ~ < a;, a; > a!, a2 >-- 1, 

g(a) = exp(itJ2 ) exp(ivJJ exp(31TiJo) exp(it' J2), 

00< t, t', v< 00. (2.13) 

Using Eq. (2.11), one can express the a's in each region 
in terms of the new parameters, but we will not do that 
here since the related expressions for the Xu. will be 
given. 

NOW, on the basis of the above parametrization for 
5U(I,I), we divide the region V. into five disjoint sub­
regions, based on the nature of a(x). Thus, the points 
xE V. for which a(x)ERc5U(I, 1) will comprise the re­
gion V.,RC V., those for which a(x)E50c5U(1, 1) give 
the region V.,s 0 C V. and so on. So then the passage from 
the Cartesian variables Xu. to new radial and "angular" 
ones, in V., is obtained by combining the first line of 
Eq. (2.8) with Eq. (2.13) and gives the following results: 

Xl = r cos(I-L/2) cosh(t./2), x2 = - r sin(I-L/2) cosh(tj2), 

X3 = - rcos(I-L/2) sinh(t./2), x4 = r sin(I-L/2) sinh(tj2); 

V.,so: x~>x~, X; < x!, Xl >--r, 

Xl = rcosh(v/2) ~osh(t./2), x2 = - r sinh(v/2) sinh(tj2), 

X3 = - rcosh(v/2) sinh(t./2), x4 = r sinh(v/2) cosh(tj2); 

V+,Sl: x~ <X;, X;> X~, x2 ~ - r, 

Xl = r sinh(v/2) sinh(t./2), x2 = - rcosh(v/2) cosh(tj2), 

X3 = - r sinh( v/2) cosh(t./2), x4 = rcosh(v/2) sinh(tj2); 

V+,S2: x~>x;, X; < x!, Xl ~-r, 

Xl = - rcosh(v/2) cosh(t./2), x2 =rsinh(v/2) sinh(tj2), 

x3=rcosh(v/2) sinh(t./2), x4 =- r sinh(v/2) cosh(tj2); 

V+,S3: X~<X;, X;>x!, x2 >--r, 

Xl = - r Sinh(v/2) sinh(t./2), x2 = rcosh(v/2) cosh(tj2), 

X3 = r sinh(v/2) cosh(t./2), x4 = - rcosh(v/2) sinh(tj2); 

t.=t'±t. (2.14) 

To introduce new variables in V_, we just make use of 
the mapping P in Eq. (2.2). This only involves inter-
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changing Xl and x3 ' x2 and x4 in the above. The mapping 
P applied to V.,R' V+,so' ... , V.,S3 generates V_,R' 
~,so' ... , V-,S3' respectively. 

Let us now spell out the way in which elements of H 
are to be described. Going back to Eq. (2.1)' we re­
place I'(x) by a collection of five functions in this way: 

XE V+,R: l(x)=/.(r;tI-Lt'), 

XE V., sn: l(x)=I+,n(r;tvt'), n=O, 1,2,3. 
(2.15) 

In an exactly similar fashion, Ijx) is replaced by 
IJr;tI-Lt') and/_,n(r;tvt'). So a general element fE H 
consists now of a column vector with ten entries: 

Ijr;tI-Lt') 
I_,o(r;tvt') 

(

f-{r;a(x))\= 

1 = I.{r;a(x» r 1_,3(r;t vt') 
1+(r;tJ.Lt') 
I.,o(r;tvt') 

- 00< t, t', v< 00 
- 21T ~ J.L ~ 21T. 

(2.16) 

And after evaluating the 5U(I, I)-volume element in the 
new parameters, Eq. (2.10) becomes 

11/112=~" 21T2Ydr(321T2t11: dt' [, dt 

[t:. 1 sinJ.L 1 dJ.L( IfJr;t J.Lt') 12 + 1/.( r;t J.Lt') 12) 
3 .. 

+ ~ L 1 sinhv Idv( 1/_,n(r;tvt') 12 + If+,n(r;tvt'W»). (2.17) 

This way of describing elements of H appears rather 
cumbersome, and can be Simplified under certain con­
ditions. In practice we will always need to deal with 
eigenfunctions of the two operators P 13 , P24 in Eq. (1. 9). 
Thus, to deal with the direct product c; 0 C:: within 
( <8> C and its reduction, we need to work only with eigen­
functions of P13 and P24 with eigenvalues 7)" 7)," re­
spectively, and the specification of such an element is 
simpler than Eq. (2. 16). (Here, 7)0 == + 1 and 7)1/2 = - 1. ) 
Starting with a general element 1 as in Eq. (2.16), and 
imposing the two conditions 

We get the following consequences on 1+: 

f.( r;tJ.L t') =7).1,( r; t, 21T - J.L, t') =7)" 1,( r; t, - J.L, t'), 

f.,0(r;t vt')=7),I+,2(r;t, - v, t')=7)"f+,o(r;t, - v, t'), 

1.,1(r;tvt')=7).I+,1(r;t, - v, t') (2.19) 

=7)" f.,a(r;t, - v, t'). 

Exactly similar equations hold with 1- in place of 1+. So 
such anf is completely determined by knowing the func­
tions/.(r;tl-Lt') for -1T ~J.L ~O, f.,o(r;tvt') for v>--O, and 
f.,3(r;!;v!;') for v >--0. (This choice of independent "parts" 
of f is made since it corresponds to covering the regions 
X3> lXII, Xl> IX31 in the Xl - xa variables, and X4> IX21, 
x2> I x41 in the x2 - x4 variables). With the understanding 
then that we are speaking of an eigenfunction of P 13 and 
P24, we can replace Eq. (2.16) by something simpler, 
namely 
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fjr;~/ln 
f .. o(r;~v~') 

f= f .. 3(r;~v~') ,-rr~/l~O, O~v<oo. 
f.( r; ~ /l~') 
f •. o( r; ~v~') 
f •. 3(r, ~v~') (2.20) 

And if f' is another eigenfunction of P13' P 24 with the 
same eigenvalues as f, then the scalar product of I' with 
f reads 

(f' ,f) = ( 2rr20 dr(8rr2)"l I: db' I: d~ (1. (- sin/l) d/l 

x (f~( r; ~/l~')* fj r;~/l~') + f: (r;~/l~')* I.(r;~/l~'» 

+ f sinhvdv ~ (f~,",r;~v~')* I .. n(r;~v~') (2.21) 
n=0,3 

+ f:.n( r; ~v~')* f •. n( r; ~v~')V . 
In constructing the uncoupled and coupled basis vectors 
later on, we shall always display them in the form 
(2.20). 

Finally, in concluding this section, let us give the 
forms for M 13' M24, and comment on the others. Of 
course, the representation of 0(2,2) we are dealing with 
at present is just the same as the one encountered in II 
but only expressed in a different basis; so we can take 
over from II the steps by which the M/l

V 
are replaced by 

suitable linear combinations which make up two mutually 
commuting SU(1, 1) Lie algebras, and also the result 
that these two independent algebras share the same 
Casimir operator which in turn coincides with Q. The 
combinations Ml3 ±M24 belong to these two commuting 
SU(l, 1) Lie algebras. Each of the M /lV' in each of the 
regions V •• R , V •• sn, V •. R , V •. s ' is a partial differential 
operator in the angular variabfes appropriate to that 
region (~, /l, t or ~,v,~' as the case may be). M13 and 
M24 have, in all regions, the forms 

(2.22) 

For the rest, the use of the mapping P shows that Mw 
M4l , M12 and M32 in any subregion of V. have the same 
expression as M 2l , M 32 , M43 , and M4l , respectively, in 
the corresponding subregion of V.' But we do not need 
these explicit expressions in our work. 

3. CONSTRUCTION OF SPHERICAL HARMONICS FOR 
THE GROUPG 

With the preparation of the previous section, we are 
now in a position to construct complete sets of functions 
of the "angular" variables, both for V. and for V., which 
will form bases for certain irreducible representations 
of G. The interesting point will be to ascertain what rep­
resentations of G appear inH+, and which ones inH .• In 
general, a UIR of G may be composed of several UIR's 
of the subgroup 0(2, 2), though sometimes it may re­
main irreducible under this subgroup. We will first con­
struct complete sets of functions forming bases for 
UIR's of 0(2, 2), and then see how to form bases for 
UIR's of G. 

The construction of a complete set of 0(2, 2) harmon­
ics, in V. or in V. involves just the Plancherel theorem 
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for SU(l, 1), exactly as in II. The only difference is that 
now the theorem needs to be stated in the 0(1, 1) basis. 
Using the notation introduced in Ref. 4(b), the "matrix" 
representing the element g of SU(1, 1) in the UIR R and in 
a basis with J 2 diagonal is written as 

(R) 
j)P'b.Pa (g). (3.1) 

Here, P' and p are the eigenvalues of J 2 in the two states 
between which the matrix element is being evaluated; 
and the subscripts b and a, which are present only if 
R == C:, are the eigenvalues of the operator implementing 
r. For g in each of the five regions R, Sn of SU(1, 1), we 
have a special form for j)(g). Namely, using the 
parametrization of Eq. (2. 13), we have 

gE R: j) ~.pa(g) = exp[i(W + ~'P)] qY})(p', P;/l); 

gESn, n=0,1,2,3: j)~~pa(g)==exp[i(W+~'P)] 
(R) 

XJba (P' ,p;v;n). (3.2) 
The explicit expressions for the Ci' sand j's may be 
found in Ref. 4. An important property of these rep­
resentation matrices is that under the automorphism 
g- r(g) 

j)fb~pa (r(g» == ba j) !:b<:i» (g). (3.3) 

Of course, r(k,l1)==(k,-l1) and r(s,E)==(S,E). The effect 
of r on the various regions in SU(l, 1) is r(R)==R, 
r(So)==So, r(Sl)==S3' r(S2)==S2' 

The orthogonality and completeness properties of the 
j) 's can be summarized thus: 

== 6(R ,R') 6(P'" - p') 6(p" - p) 

x OMB. c 
/l(R}JJ.(R') , (3.4a) 

J dR Jl2(R) 1: dp' 1: dp ~ j) ~~!P. (g) D~~?Pa (g')* 

==o(g,g'). (3.4b) 

The meaning of integration over SU(1, 1) in the new 
parametrization can be understood from a comparison 
of Eqs. (2.10) and (2.17); while the process of integra­
tion over the UIR's R as well as the weight factor 
Jl(R) and the symbol orR ,R') are all explained in Sec. 
3 of II. 

The 0(2,2) spherical harmonics for the region V+ can 
be defined as follows: 

+(R) (R) Y (P' b.Pa) (x) == j) P' b.P. (a(x», x E V+. (3.5) 

All the labels P' b, pa collectively form a composite in­
dex like the "m" in the three-dimensional spherical har­
monics y~; and R goes over all those UIR's of SU(l, 1) 
that appear in the Plancherel formula. The manner in 
which the above set of functions transforms under 
0(2,2), for any fixed R, can be obtained by using Eq. 
(2.9a): 

y:;0l) (L(gl)R(g2)X)==J dp''' J dP"Ej);~'~"d(gl) (3.6) 

(R) * +(R) 
xj)P •• /I·C(g2) y W"d.P"C)(x). 
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From here we can read off the UIR of 0(2,2) for which 
the functions (3.5) form a basis: it is the UIR (R , T(R» 
exactly as we found in II. [Since at least locally 0(2,2) 
is the direct product of two independent SU( 1, 1) sub­
groups, namely of the subgroup consisting of L(g) and 
the one consisting of R(g), a UIR of 0(2,2) is the direct 
product of one UIR for each subgroup and so is denoted 
(R 1'(~ 2)' ] Therefore, the UIR's «k, +), (k, - )) and 
«k, -), (k, +» of 0(2,2) appear once each in H. for 
k= 1, ~, ... , while the UIR's {(s, E), (s, E» appear once 
each for s?-o and e=O, t. Next, to discover what UIR's 
of the larger group G appear in H. we must use the be­
havior of the functions y+ (R)(x) under P 13 and P24 • 

Combining Eqs. (2.9b) and (3.3), we find 

+(R) +( T(R )) Y (p' b .Pa) (P 13X ) = 11R ba fj <II b .Pa) (x), 

+(R) +(T(R» y (P'b,Pa) (P24X) = ba Y (p' b.Pa) (x). (3.7) 

Here, 11R is + 1 or - 1 according as R is an integral or 
half-integral UIR of SU(I, 1). We see that, for each k, 
the operations P 13 and P 24 in G mix the two UIR's 
«k, +), (k, -» and {(k, -), (k, +)) of 0(2,2), so the cor­
responding two sets of basis functions combine to form 
the basis for one UIR of G. We shall refer to this dis­
crete sequence of UIR's of G by G~; the superscript in­
dicates the subspace H. wherein they occur. If, on the 
other hand, we set R = (s, e) in (3.7), we see that P 13 

and P24 carry the basis functions of the UIR «s, e), (s, E» 
of 0(2,2) into themselves, not mixing them up with any 
other UIR of 0(2,2). So the corresponding set of basis 
functions forms, with no extension, the basis for a UIR 
of G as well; we shall write Gs •• for this UIR. No super­
script indicating the subspace H. is necessary in this 
case, as we will soon see. To summarize the situation 
in H.: We have a discrete set of UIR' s G~ of G for 
k=l, 1, 2, ... , and then a continuum Gs •• fors?-O, 
e=O, %. Each G: is reducible under 0(2,2), containing 
the two UIR's «k, +), (k, -)) and «k, -), (k, +» of the 
subgroup; each Gs •• remains irreducible under 0(2,2), 
yielding the single UIR {(s, e), (s, e)) of the subgroup. 

Turning to the region V_ let us define the 0(2,2) 
spherical harmonics as 

(3.8) 

Then Eqs. (3.6) and (3.7) are replaced by the following: 

y(;;,~!) (L(gI)R(g2)x)=J dp'" J dp 6 'B j);!~'~'.d(gl) 
c. d 

Xj)T(R) (g)* y-U<) () 
/UJ./>" c 2 (p'" d,p" c) X , (3.9a) 

- (R) - (T(R» 
fj (p' b,P.) (p 13X ) = 11R ba Y <I>' b.P.) (x), 

- (I\) - ( TUm Y (pI b.Pa) (P24x) = ba fj (p' b.pa) (x). (3. 9b) 

From Eq. (3. 9a) we see that the functions Y - (I\) (x) 
form a basis for the UIR «k,+), (k,+» of 0(2,2) when 
R = (k, + ); for the UIR «k, - ), (k, - » when f< = (k, - ); 
and for « S,E), (s ,e» when f< == (s ,E). Moving up to G, 
Eq. (3.9b) shows that P 13 and P24 mix the two UIR's 
«k,+),(k,+» and «k,-),(k,-» of 0(2,2), so these 
two sets of basis functions combine to form a basis for 
one UIR of G. We shall write G; for this discrete se-
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quence of UIR's of G. The important point is that each 
G; is distinct from (i. e ., not equivalent to) each G:, so 
we have really different discrete UIR's of G on H. and 
H _; this is evident from the fact that when reduced with 
respect to 0(2,2), G; and G: yield different results. If, 
on the other hand, we set R = (s ,E) in Eq. (3. 9b), we 
see that both P13 and P 24 act within the UIR «s,e), (S,E» 
of 0(2,2); in fact, they act in exactly the same way as 
they did in the case of H •. SO the basis functions for 
this UIR of 0(2,2) form a basis for a UIR of G as well, 
and this is just the UIR G s.' encounte red in H.. To sum­
marize: We have a discrete sequence of UIR's G; of G 
for k = 1, 1, 2, ... , and then a continuum G s. E for 
s?-o, e=O, %, in H_. Each G; contains the two UIR's 
«k,+),(k,+» and «k,-),(k,-») of 0(2,2), and so is in­
equivalent to the UIR G: of G appearing in H •. (Of 
course if k,* k', Gi and G:' are obviously inequivalent.) 
The UIR G s.' of G appe ars once in H _ as it did in H +' and 
is irreducible under 0 (2,2) as well. 

Since the group G commutes with the transformations 
(0( ofSU(1,1), we conclude: Elements of H in H. 
and belonging to the UIR G; of G retain these properties 
when acted on by SU(I, 1); Similarly for elements in 
H _ and belonging to G;; while elements in H + or H _ be­
longing to Gs• E get mixed into one another under SU(1 ,1). 
We should now write down the general forms of such 
elements of H. In each case, the dependence on the 
angular variables is fixed by the appropriate UIR of G, 
the radial functions are arbitrary. The spherical func­
tions y±(R ) (x) as defined in Eqs. (3.5, 3.8) are eigen­
functions of M 13 , M 24 , and Q; since we want to have P 13 , 

P 24 diagonal as well, we must form suitable linear com­
binations of these functions, based on Eqs. (3.7), (3.9b). 
This is of course the case only if R = (k, 11); if R = (s ,€), 
P 13 and P24 are already diagonal. We may also note 
that both y± (R) (x) are eigenfunctions of the product P 13 

P 24 with eigenvalue 11 R as follows from Eqs. (3.7), 
(3. 9b). If therefore we are looking for an element of H 
with P13 == 116 , P24 == 11 .. , and belonging to a definite UIR 
of G, then we must have 11.11" =lIR which restricts the 
possible UIR's of G that can be associated with chosen 
eigenvalues for P 13 and P24' This is just a reflection of 
the fact that in the reduction of the product C~0 C~" we 
can get only integral type UIR's of SU(I, 1), etc. 

Let us now go through the list of UIR's of G encoun­
tered in H, and construct the general forms of vectors 
belonging to each. This will then make the construction 
of the coupled basis vectors in the following section 
straightforward. Since we are concerned with the re­
duction of the product C~0 C~, where q = t + S2 and q' 
= t + S,2, we shall work with eigenfunctions of M 13 and 
M24 with the eigenvalues 2s, 2s', respectively [cf. Eq. 
(1. 16)]. For the present, let us indicate elements of II 
in the form of Eq. (2.1), using Eq. (2.10) for computing 
scalar products. Then, an element f belonging to G; with 
(-I)2k=+ 1, and having P 13 =P24 =±1 (and furthermore 
with MI3=2s, M 24 =2s'-this will be understood in 
all the following) has this form: 

G~, (-l)2k=+I, P 13 =P24 =±I, 

f=f.(r) (k •• ) (k ) ( 0 ) 
j)s' -s .-s'-. (a(x» ± [)., -~-.-s'-' (a(x» . (3.10) 
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If P 13:-:= P 24 == + 1, which goes with the upper (+) sign in 
the column vector so that we have a sum of two 0 func­
tions, f lies in the subspace of H carrying a product 
C~® CS; if PIS = P 24 = - 1, going with the minus sign on 
the right-hand side, it belongs to a subspace carrying 
C~/2®C~/2. And now if I' is another vector of the above 
form, but with the replacements/.(r)-I:(r), k-k', 
s - s", s' - s'" and both I and f' have the same eigenval­
ues for Pl3' Pw then from Eqs. (2.10), (3.4a) we get 

(/' ,j) = [Okll / ll(k)2J o(s"' - s') o(s" - s) r 21f2~dr I: (r)*f.( r). 
° 

Next, iff belongs to G; with (_1}2k= - 1, then P 13 

=-P24 =±I, 

G~, (_1)2k=_1, P Is =-P24 =±l, 

f==I.(r) (k •• ) (k.-) 
(

0

0 Os' -s ,os' -s (a(x» 'F Os' -$ ,-s"$ (a(x» . 

(3.11) 

(3.12) 

The upper signs go with products C~0C;/2 the lower 
signs with C: 12 ® C~. Equations analogous to (3. 11) can 
be easily worked out and need not be stated any further. 
We deal next with the UIR's G~, 

G~, (_1)2k=+1, P 13 =P24 =±1, 

(3. 13) 

The upper signs are associated with products Co"", CO q'<Y q" 

the lower ones with C; /2 ® C,{ /2. For (- 1 )2k = - 1, we 
have, 

G~, (_1)2k=_1, P I3 =-PZ4 =±1, 

1= !Jr) (Ds;~~+,)-s' -s (a(x»; Ds~~~-:-s"s (a(x»), 
(3.14) 

with the upper signs belonging to products C°.o. C1 / 2 the 
/ 

q "'" q' , 
lower ones to C1 

2"" CO • '<Y q' • 

If the representation C <8IC of SU(1, 1) is made to act 
on a vector which has one of the above forms in Eqs. 
(3.10)-(3.14), the only change will be in the radial 
wavefunction I*(r). In other wordS, acting on the above 
types of vectors, the generators J Ct of Eqs. (1. 6), (1. 18) 
become just differential operators in the variable r. So, 
starting with Eq. (1.18) and setting Q = k(l- k) and x2 
= + r therein, we see that on restriction to vectors of 
any of the types (3.10), (3.12) the generators rJ

Ct 
r-l 

take up the form J ",(k, + ) associated with the UIR D~ of 
SU(I, 1) (see Sec. 10f I). This signals the presence of 
all the UIR's D~ for k ~ 1, once each, in the reduction of 
the product C: <81 C;' -whether k runs over the integers 
or the half-odd integers depends on E and €'. Similarly, 
the restrictions of rJ", r- 1 to vectors of either of the 
types (3.13), (3.14) is obtained by setting Q = k(l- k), 
x2= - r2 in Eq. (1.18); and this gives us the standard 
form J a(k, - ) for the UIR D; (see Sec. 1 of I). This 
shows that all the UIR's Di. for k ~. 1 and appropriate 
parity for 2k appear once each in any product C; <81 C;'. 

Let us consider now vectors in H belonging to the UIR 
GSH ,." of G, which is present once in H. and once in 
N-. Now, the action of the operator A of Eq. (1. 5) is 
relevant. It is generally given by 

J. Math. Phys., Vol. 15, No. 10, October 1974 

AtJJr;a(x))\ _ (J.<r;a(px))\ 
I+(r;a(x»} - fjr;a(Px»)j' 

We also need to make use of the property 

+ (R) - (R) 
XE V.: !JCt!b,Pa) (Px)=aYWb,!>a) (x). 

(3.15) 

(3. 16) 

Further, the specification now of the UIR G.. "of G 
s " 

and the eigenvalues of Ml3' M 24, P 13 , P24 does not deter-
mine the form of I apart from one radial function in H­
and another in H.; this is because of the presence of the 
quantum numbers b, a in both spherical harmonics 
yt:"<bR» (x) when R = (s" ,E"). These quantum numbers 
constitute of course part of the state labels within the 
UIR Gs" ,," of G, so they too are preserved under the 
action of C <81 C just as P', P are. [Here it is important 
that the spherical harmonics for the region V_ were so 
defined in Eq. (3.8) that when R =(s, €) the transforma­
tion laws (3.9) were identical to the transformations 
laws (3.6), (3.7). J So in writing down the form of! in 
various cases, the values of b and a must also be stated. 
We now take up the cases one by one. Let f be a vector 
belonging to the representation G " 0 of G, and have the s , 
eigenvalue + 1 for both P 13 and P24 (and, of course, 
M 13 = 2s, M 24 := 2s'); we are concerned then with the oc­
currence of the UIR CI' of SU(1, 1) in the reduction of the 
product C~ <81 Cif. Then I is of one of two possible forms, 
corresponding to the labels b, a in the spherical har­
monics obeying either b = a = + or b = a = -. (From Eqs. 
(3.7), (3.9a), the eigenvalue of P24 determines the pro­
duct ba.] So the possibilities are, 

A:/Jr)- fJr), I.(r) - I.(r). (3.17) 

A vector of the first type, corresponding to the upper 
signs throughout, is automatically orthogonal to one of 
the second type, corresponding to the lower sign 
throughout. They both lie in a subspace of H carrying 
the product C~<8I CI ' and each preserves its form under 
the action of the representation C<8IC; that is to say, 
under this action only the radial functions change. In 
particular, a vector of the first type does not get mixed 
into one of the second type. Thus we see in a natural 
way how each UIR Cif. appears twice in the decomposition 
of any product C~<8IC~. Next, keeping the UIR of G un­
changed, we consider the choice P 13 = P 24 = -1, so that 
the corresponding vectors lie in a subspace of H 
carrying the product C;/2<81 C:'12; now, ba= -, so the 
two types of vectors are, 

Gs".O' P13 =P24 =-1, b=-a=±, 

A: f.( r) - 1,( r), f.( r) - IJ r). (3. 18) 

The possibility of having these two types, again, Signals, 
the double appearance of C~. in C;/2<81 C,{12. Switching 
now to the UIR Gs .. ,1/2 of G, we must have P I3 = - P24; if 
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P13 = + 1, P24 = - 1, then ba = - and the two types of 
vectors are, 

Gs",l/2' P 13 =-P24 =+I, b=-a=±, 

('f( ) 11-(0",1/2) ( ») f= - r :J (s'-sh,(-s'-s). X , 

f ( ) 1/.('" 1/2) ( ) 
=F + r ':1 (s' _sth, (-s' .. s)~ X 

A:f_(r)-f.(r), f.(r)-f.(r). (3_ 19) 

These two types correspond to the double occurrence of 
c;J2 in C~0 c;/2. And finally, in a similar fashion, the 
double occurrence of C~!2 in C:/20C~ is described by, 

Gs ",l/2' P 13 =-P24 =-I, b=a=±, 

(f (r) y-(s" ,1/2) (») f = - (s' -s)" (-s' -s)' X , 

f ( ) Y·(s" 1/2) ( ) ± + r (s' _;)± ,<-s' -sh X 

A: f.(r) - f.(r) , f.(r)- f_(r). (3.20) 

The eight types of vectors appearing in Eqs. (3.17)­
(3.20) are pairwise orthogonal, and as stated earlier 
each of them suffers a change in the radial functions 
f.( r) alone under the action of C 0 C. The restrictions 
of the total generators J a of Eqs. (1. 6), (1.18) to any 
one of these eight types of vectors are just 2 x 2 matrices 
with differential operators in r as entries. These re­
strictions are easily obtained by starting with Eq. (1. 18), 
replacing Q by t + (S,,)2, and x2 by 'l'r2 accordingly as 
J" acts on either f.(r) or f.(r). In this way one easily 
sees that on restriction to vectors of anyone of the 8 
forms in Eqs. (3.17)-(3.20), the generators rJ"r- l 

have the standard appearance of the generators J ,,(s" , E") 
associated with the UIR C~::, as set up in Sec. 1 of 1. At 
the same time we note that we have taken care to define 
the radial functions f .(r) in such a way that in all cases 
the outer automorphism operator A just has the effect 
of interchanging f.( r) and f.( r); this is the standard form 
of A as well, as given in Eq. (1. 19) of 1. Finally, the 
value of E" is directly correlated with the product P 13 P2 

Therefore, the interpretations given above for the vec­
tors of types (3.17)-(3.20) are unambiguous. 

4. THE BASIS VECTORS FOR H AND THE 
C-G SERIES FOR C ~ C 

We have found in the previous section the forms of 
vectors in H that are eigenfunctions of P 13, P 24, M 13 , M24 
and also belong to definite UIR's of G. Now we will ob­
tain the two types of basis vectors for H described in 
Sec. 1. These vectors will be set up in the simplified 
form of Eq, (2.20) which is an adequate representation 
of eigenvectors of P 13 and P24. However, one must bear 
in mind the fact that the eigenvalues of P 13 and P 24 do 
not appear expliCitly in the representation (2,20), but 
must be stated or understood separately, 

Let us start with the uncoupled basis vectors 4>. We 
must here use the analYSis of the representation C of 
SU(I, 1) given in Sec. 2 of 1. The vector 4> belonging to 
the product C:0 C;: can be displayed as 

4>(&<) (s'.') 
IJa p' a' 

(4.1) 

with P(P') being the eigenvalue of J 2«(, 13}(J2 «(, 24», 
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and a(a') the eigenvalue of A13(A24)' Such a vector is 
the product of a function of the variables Xl' X3 and an­
other function of X 2 , x4 • It is necessary to specify the 
former only in the regions X3> I xli, Xl> I X31 and the 
latter only in X4> I x21, x2 > I x41. Suppose we had in­
troduced hyperbolic variables separately for the pairs 
xl' X3 and X

2
, x4 on the lines of Eq. (2.23) of I, namely, 

(4.2) 

Then apart from numerical factors the vector, (4.1) is 
given by 

... (se) (s' E' ) • (1) 
'Jt' P. P'.' - exp(2is1)(p)2'P-l a 0 exp(2is'1)')(p')2iP'-1 

(4.3) 

The first column vector is the above-mentioned function 
of Xl and X3 with the upper entry corresponding to the 
region X3> I Xli and the lower one to Xl> I X31. Similarly, 
the second column vector is the function of x2 and X 4 , 

with entries corresponding to X4> I x2 I, x2 > I x41, re­
spectively. To put 4> into the form of Eq. (2.20), we 
must relate p, 1), p', 1)' to r, 1;, 1;' and IJ. or v appro­
priately in each region. We also note that in Eq. (2.20), 
the first entry gives f in the region X3> I xli, X4> I x21 ; 
the second and sixth give f in X3> I xli, X2 > I x41 and 
correspond to x"x" ~ 0; the third and fifth cover Xl> IX31, 
X4> Ix21, and x"x" ~ 0, respectively; while the fourth 
entry gives f in Xl> I X31, X2 > I x41. Identifying the vari­
ables appropriately and putting in the normalization 
factors, we have 

4>(~~) (r~:) = (21T)"2 exp[i(s' - s)1; - i(s' + s )1;'] r2i<P.P')-2 

(cos IJ./2)2iP-l (- sin IJ./2)2W­
a'(cosh V/2)2iP-l (sinh V/2)2 W -l 

x a (sinh V/2)2iP-l (cosh V/2)2iP'-1 
ad (cos IJ./2)2iP-1 (_ sin IJ./2)2iP'-1 

a(cosh V/2)2i/l-l (sinh V/2)2iP'-1 
a'(sinh V/2)2i/l-1 (cosh V/2)2W-

(4.4) 

[This is in the notation of Eq. (2.20).] Fortunately, this 
six-component column vector, and the later ones cor­
responding to the coupled basis for H, can be written as 
the direct product of a two-component vector by a three­
component one, which makes the writing a little easier: 

4>(~~) (r~:) = (21T)"2 exp[i(s' - s)1; - i(s' + s)1;'] ri<P+P' )-2 

~ 
(cos IJ./2)2iP-1 (_ sin IJ./2)2iP' _1) xC,) 0 a' (cosh V/2)2iP-l (sinh V/2)2W -1 . 

aa a (sinh v/2)2iP-l(cosh V/2)2W-l 

These vectors are normalized according to 

(4.5) 
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<I> (SI'I) (si'i) <I> (se) (s'" ) 
Pla Piai' Pa Pa' 

=a(SI-S)a(S~-S')a"a"" 
1 1 

XO(PI - p) O(P~ - fI) a • • a.'a'· 
1 1 

(4.6) 

Turning now to the coupled basis vectors >Ii, there are 
essentially three types to be constructed, corresponding 
to the single occurrence of each llR D; and each UIR 
D~ and the double occurrence of each UIR C;:' in a pro­
duct C; ° C;:. Most of the work in constructing the >Ii's 
has been done in arriving at the general forms in Eqs. 
(3.10), (3.12)-(3.14), (3.17)-(3.20) for eigenvectors 
of MI3 , P I3 , M 24 , P 24 , and Q. Only the radial functions 
are to be chosen so as to obtain eigenfunctions of J 2 and 
/i. The coupled vectors >Ii corresponding to the final UIR 
being D; or D~ can be written in unified form thus: 
>Ii(se)(S'e')<;':)+ )p. = (47T3 t I / 2 J.1.(k)exp[i(s' -s)l;-i(s' + S)l;'] 

X r2W'-2(~) 

( 

(k+) (s' - s, - s' - S;J.1.) + 17" 9 (k-)(S' - s, - s' - S;J.1.) ~ 

° J (k+) (s' - s, - s' - s;v;O) + 17" J(k-)(s' - s, - s' - s;v;O) 

J (k+) (s' - s, - s' - s; v;3) + 17" J (k-)(S' - s, - s' - s;v;3) 

(4.7a) 
.p(SE \(s' E' )(;~) = (41T 3 t 1 /2 J.1.(k) exp[i( s' - s)l; - i(s' + s )l;' ] 

X riP" -2 (~) 

(

IJ (k+)(S'_ S, - s'- S;J.1.) +17" 9(k-)(s,- s, - s'- S;J.1.) ) 

° J (k+) ( S' - s, - s' - s; v; 0) + 1),' J (k-) ( s' - s, - s' - s; v; 0) 

J (k+)(S' - S, - s' - s; v;3) + 1)" J(I<-)(s' - s, - s' - s;v;3) 

(4.7b) 

Just like <I> in Eq. (4.5), these are shorthand expres­
sions for six-component vectors as in Eq. (2.20); thus 
when written out in six-component form the first three 
entries of the vector (4. 7a) vanish, while (4. 7b) has its 
last three entries vanishing. Turning to the third type 
of coupled basis vector, a form valid for all cases can 
be given: 

>Ii(sE> (s' e' ) (~:: ~:: )b = (47T3)-I /2 J.1.( S" E") exp[i( s' - s)l; - i( s' 
+ sW ]riP"-2 

~
b~" ," )(S' - s, - S' - S;}J.)~ 

X(1\0 J(SN,,,)(S'-S -S'-S'V'O) a'1 ba ' '" 

~~" ," )(S' - s, - S' - s;v;3) 

a=b17,,· (4.8) 

The value of E" is determined in the natural way by E and 
€'. P" and a" are the eigenvalues of J 2 and A, respec­
tively. The two values b = ± distinguish the two occur­
rences of C;:- in C; ° C;:. 

vectors of type (4. 7a) are orthogonal to those of 
types (4. 7b) and (4.8), and so are the latter two. Among 
the vectors of each type the factors have been chosen so 
as to have 
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(4.9a) 

(4.9b) 

xaai a'" 
From the existence, orthogonality and completeness 

of the coupled basis vectors >Ii there follows the struc­
ture of the C-G series 

C;0 C:,'= i; D; EB "£ D;;@2 J,e dq" C;::. (4.10) 
k"Ior3/2 k"Ior3/2 1/4 

It is interesting to point out the following two features: 
(i) the UIR's D~/2 do not appear in the C-G series here 
because they do not appear in the Plancherel theorem for 
SU(1, 1); this was also the reason for their absence in 
the reduction of D;0 D"K; (ii) the appearance of C;:' with 
multiplicity two is here related to the fact that within 
the continuous class UIR's of SU(1, 1) each eigenvalue of 
J 2 also appears twice, leading to the necessity of using 
extra labels such as b, a. 

5. C-G COEFFICIENTS IN A CONTINUOUS 
BASIS 

It now remains only to compute the three distinct kinds 
of C-G coefficients, namely, 

C(SE S'E' Rb Ipa p'a' p"a") 

=a(P" -P-fl)C(SE s'€' Rblpap'a' a"), 

forR=(k,+), (k,-), and (s",€"). Hereb=±isa 
multipliCity index labelling the double appearance of the 
UIR (s", E") in the reduction of C E

(1/4+s2 )i?I Ce' (l/4+s,2). 

It is to be omitted if R = (k, +) or (k, -). 

From Eqs. (4. 5) and (4. 7a) we find 

C(St s'€' k+lpaP'a')=(7T3
/
2/4)J.1.(k)(aa' 1: (-sinJ.1.)d}J. 

X(cos W2)-2iP-I (- sin J.1./2)-2iP'-1 [<j(k+)(S' - S, - s' - s;}J.) 

+1)., 9(1<-)(s' - s, - s' - s;}J.)] 

+ a 10 ~( sinh v) dv (cosh V/2t2iP-I (sinh V/2)-2W -1 [J (k+)(S' 

- S, - s' - s;v;O) +1).' J (I<-)(s' - s, - s' - s; v;O)] 

+ a' 1 (sinh v)dv(sinh V/2)-2IP-I (cosh V/2)"2/P'-I 
o 

x [] (k+)(s' - s, - s' - s;v;3) + 1),' J (I<-)(s' - s, - s' - s;v;3)]). 

(5. 1) 

The trivial integrations over l;, l;' and r have been per­
formed and the last of these integrations yields the 
factor o(P" - P - fI), dropping which we arrive at C. In 
order to carry out the remaining integrations over }J. 
and v we need the relevant expressions for 9 (U) and 
]- (U) which we quote from Ref. 4. 

<j o,*)(s'_ S, - s'- s;}J.) = (27Ttl exp('FS'7T) 

exp{- i[17 k(S' - s) -17k( - s' - s)]} 

x r( - 2is') Iflt{k;s' - s, - s' - s;}J.) + (21Ttl exp(± S'7T) 

xexp{i[1h(s' - s) -17 k( - s' - s)]}r(2is') IMk;s' - s, - s' - S;J.1.), 

for-7T~J.1.~O, (5.2) 

where 

Iflt{k;s' - s, - s' - s;}J.) = (cos2 }J./2t is (sin2 }J./2)IS' 2FI(k 

- is + is', 1 - k - is + is'; 1 + 2is'; sin2 }J./2), 
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lJ!2(k;s' - s, - s' - s;/J.) = lJ!1(k;- s' - s, s' - s;/J.), 

and 1) k(X) '" arg r(k - ix), 

(5.3) 

t (U)(s' - s, - s' - s; v;O) = (21Ttl exp('f s' 1T) exp{- i[l1k(S' 

- s) -11 k( - s' - s)]} r( - 2is') 

x ¢1(k;s' - s, - s' - s; v) + exp{i[11 k(S' - s) -l1k( - s' - s)]} 

r(2is')¢2(k;s'-s,-s'-s;v) , 

for 0"" v< 00, 

where 

(5.4) 

¢1(k;s' - s, - s' - s;v) = (cosh2 v/2)-18(sinh2 V/2)18' 2Fl(k 

- is + is', 1 - k - is + is'; 1 + 2is'; - sinh2 v/2), 

¢2(k;s' - s, - s' - s;v) = <Pl(k;- s' - s, s' - s;v), (5.5) 

} (k±)(S' _ s, _ s' - s; v;3) = (- 1)2k exp(±i1Tk).1 (k±)(S' - s, s' 

+ s;v;O). (5.6) 

From (5.1)-(5.6) we see that we have essentially the 
following integrals to evaluate: 

L(s, s' ;p, p' ;k) '" t. (- sin /J.) d/J. (cos /J./2)-21P-l (- sin /J./2)-2/P'-1 
-~ 

x lJ!1(k;s' - s, - s' - s;/J.), (5.7a) 

and 

+ a(F(k +; 0) +11" F(k -; 0» + d(F,k + ;3) +11" F(k -; 3»], 

where we have set (5.11) 

G(k ±) = (21Tt1 exp( H' 1T) exp{- i[l1 k( s' - s) -11 k( - s' - s)]} 

r(- 2is')L(s, s' ;p,P';k) 

+ (21Tt1 exp(± S'1T) exp{i[l1k(S' - s) -l1k(- s' - s)]} 

r(2is')L(s, - s' ;p,p';k), (5. 12a) 

F(k ±; 0) = (21Ttl exp(H' 1T) [exp{- i[l1k(S' - s) -l1k( - s' - s)]} 

r( - 2is' )M(s, s' ;p, p' ;k) 

+ exp{i[l1k(s' - s) -l1k( - s' - s)]} r(2is' )M(s, - s' ;p, P' ;k~ , 
(5. 12b) 

and 

F(k ±; 3) = (21Ttl (- 1)2k exp[±(s + ik)1T] 

[exP{i[l1k(S' + s) -l1k(S' - s)]} r(2is) 

XM(- s', - s;P', p;k) + exp{- i[l1k(S' + s) -l1k(S' - s)1} 

r(- 2is)M(- s', s;p' ,P;k)]. (5,12c) 

By an identical procedure, but using (4. 76) instead of 
(4. 7a) we get 

C(SE S'E' k-iPa p'a') = (1TS /2/4) /J.(k)[(G(k + ) + 11" G(k - » 
M(s, s';p,p';k)== f" (sinh v)dv(cosh V/2t211>-1 (sinh V/2)-2IP'-1 + a' (F(k + ; 0) +11,· F(k -; 0»+ a{F(k+; 3)+11" F(k -; 3»1. 

o 
x<Pl(k;s'-s,-s'-s;v). (5.7b) (5.13) 

These integrations can be carried out using the method 
employed in I, II, and Ill. We omit the details and 
simply quote the results: 5 

L(s s"p P"k)=2 ra-is-ip)r(~+is' -w) 
, '" r( 1 - is + is' - ip - ip') 

(

k - is + is', 1 - k - is + is', ~ + is' - iP' V 
X~2 ;1, 

1 + 2is', 1 - is + is' - ip - ip' 
(5.8a) 

M(s s"p P"k)=2 r(k+ip+w)r(~+is' -w) 
, " , r(k + t + is' + ip) 

(

k - is + is', k + is + is', ~ + is' - i/f ~ 
XSF2 ; 1 . 

1 + 2is', k + ~ + is' + ip 
(5.8b) 

It is easy to see that 

1.0 (- sin /J.)d/J. (cos /J./2t21P-1(- sin/J./2r2IP'-1lJ!2(k;s' - s, 

-s'-s;/J.) 
=L(s, - s';P,/f;k) 

f" (sinh v) dv(cosh v/2r21 P-l (sinh V/2)-2/P'-1 
o 

X <P2(k;s' - s, - s' - s;v) =M(s, - s' ;P./f ;k). (5.9) 

In the integration involving} (k±) (s' - s, - s' - s; v;3), 
we will a Iso need 

fo'" (sinh v) dv (sinh V/2t2IP-1 (cosh v/2t2iP'-1 

X <PI (k;s' - s, s' + s;v)=M(- s' ,'fS;/f ,p;v). 
2 

Putting all this together we finally obtain 

(5. 10) 

C(SE s'e k+ ipa p'a') = (1T3
/
2/4) /J.(k)[aa' (G(k + ) + 11,' G(k - » 
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Turning now to the third ( and final) case, we have 

C(SE S'E' S"E" bipap'a' a")=(1T3
/

2/4)/J.(s"e') ~1+add') 
x t(- sin /J.)d/J. (cos /J./2)-2IP-l(_ sin /J./2)-2 W -l 

-~ 

X r. (8",' ) ( , , ) 
':Jbc S -S,-s -s;/J. 

+ (a' + aa") fo"'(Sinh v)dv( cosh V/2t2IP-1 (sinh v/2t2/P'-1 

X }~t' .. )(s'-s,-s'-s;v;O) 

+ (a + a' a") {'<Sinh v)dv (sinh v/2r21
P-l (cosh v/2t2/P'-1 

X "](s"''') (s'-s -s'-S'V'3») 
7bc , '" (5.14) 

where 

e == bl1". 

We again quote the relevant expressions for Ij ~s' ,") and 
} ~~",H) from Ref, 4. c 

9~~· ," )(s' - s, - s' - s;/J.) = (21Tt2 r(~ + is + is' - is") 

X r(~-is + is' +iSH) 

x r( - 2is') [cosh(s + s' - s")?T + be cosh(s - s' - S")1T 

- il1,H e sinh 2s' 1T] 

X lJ!1 *(s";- s' - s, s' - s;/J.) + (21Tt2 r(~ - is - is' - is'') 

x r( ~ + is - is' + is" ) 

x r(2is')[ cosh( s - s' + S")1T + be cosh( s + s' + s" )1T 

+ i1)." b sinh 2s' 1T] 
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Xz/J2*(s";-s'-s,S'-S;IL), for -rr~IL~O. (5.15) 

The z/Ja *( s"; - s' - s, s' - s; IL) are obtained form 
z/J~(k;- s'- s, s'- S;IL) defined in Eq. (5.3) by making the 
replacement k - t + is" and then taking the complex 
conjugate. 

j~~" ," )(s'- s, - s' - S;ll;O) = (2rrt2 r(t - is + is' + is") 

X r( t + is + is' - is" ) 

x r( - 2is') [cosh(s + s' - s")rr + be cosh(s - s' - s")rr 

- ib sinh 2s' rr ] 

X¢I(S";S' - s, - s'- Sill) + (2rrt2 r(t+ is - is' +is") 

X r( t - is - is' - is" ) 

x r(2is') [cosh(s + s' + s")rr + be cosh(s - s' + s")rr 

+ i1) ," b sinh2s' rr ] 

x ¢2(S";S' - s, - s'- Sill), for 0 ~ ll< 00. (5.16) 

f (sinh ll)dll (cosh 1l/2t2il>-1 (sinh 1l/2)-2W-l 
o 

¢2(S";S'- s, - s'- Sill) 

=M(s, - s';P,P';s"). 

In evaluating the third integral in (5.14) we also need 

fa (sinh ll)dll(sinh 1l/2t2iP-l (cosh 1l/2)-2iP'-1 

¢1(S";S'-S,S' +S;ll) 
2 

=M(- s', ~s;P', p;s"). 

We can now write down the C-G coefficient: 

C(SE s't! sill!' b Ipa p'a a") = (rr3 /
2/4) IL(S" E") 

x [(1 + aa' all) Gbe(S"E") + (a + aa") Fbe(s" I!' ;0) 

+ (a + a' all) Fbe(s"I!' ;3)], 

where 

(5.21) 

(5.22) 

Gbe(s"€") = (2rrt2 r(t+ is + is' - is') r(t - is + is' + is") 

Here again ¢~(s" is' - s, - s' - s; ll) are obatined by making X r( _ 2is') 
the replacement k- t+ is" in Eq. (5.5): 

] ('''''')(s'-s -s'-s'1l'3)=1) e ]('''''')(s'-s s' +S'll'O) be , , , e" b,lJ e" C , ". 

(5.17) 

Referring now to Eq. (5.14) we see that we again need 
the analogs of Land M defined in Eqs. (5. 7a) and (5. 7b). 
We define these as follows: 

L(s,s' ;p,p';s") = r (- sin lL)dlL(COS 1L/2t2iP-l (- sin 1L/2t2W -1 
-~ 

X z/J1 *( s"; - s' - s, s' - s; IL), (5. 18a) 

M(s, s' ;p, P' is") = f~ sinh II dll (cosh 1l/2t2iP-l (sinh 1l/2f2iP'-1 
o 

x [cosh(s + s' - s")rr + be cosh(s - s' - s")rr 

- i1) ... e sinh 2s'rr] L(s, s' ;p, P' is") 

.; (2rrt2 r(t - is - is' - is'') r(t + is - is' + is") r(2is') 

x [cosh(s - s' + s")rr + be cosh(s + s' + s")rr 

- i1)._ b sinh 2s'7t] L(s, - s' ;p, fI ;s"), (5. 23a) 

Fbe(S"E";O) = (2rrt2 r(t- is + is' + is") r(t+ is + is' - is") 

X r(- 2is') 

x ¢1(S" is' - s, - s' - Sill). (5.lSb) x [cosh(s + s' - s")rr + be cosh(s - s' - s')rr - ib sinh 2s' rr] 

The evaluation of these integrals proceeds along the 
same lines as before and we get 

r( t + is' - W) r( t + is - ip) 
L(s, s' ;p, P';s") = 2 r(l + is + is' _ ip _ W) 

(

.!. + is + is' - is" .!. + is + is' + is" .!. + is' - ifl ~ 2 , 2 , 2 

X3F2 ; 1 , 
1 + 2is', 1 + is + is' - ip - W 

(5. 19a) 

M( ,. fl' ")-2 r(t+is" +iP+ip') r(t+is' -W) 
s, s ,p, ,s - f'(1 + is' + is" + ip) 

(

t - is + is' + is", t + is + is' + is" , 

X3F 2 

1 + 2iS", 1 + is' + is" + ip 

And we also have 

t+ is' - ip' ~ 

; IF 
(5. 19b) 

f.: (- sin IL) dlL (cos i-L/2t2iP-l (sin i-L/2t2W-1 z/J2 *(s";s' - s, 
-S'-S;i-L) 

X M(s, s' ;p, p';s") 

+ (2rr)-2 r( t + is - is' + is") r(t - is - is' - is'') r(2is') 

X [cosh( s + s' + s")rr + be cosh( s - s' + s")rr + i1) ," bsinh 2s' rr] 

X M(s, - s' ;p, fI is"), (5. 23b) 

and 

F be(s" €" ;3) 

=1), .. e {(2rrt2 f'( t - is + is' + is") f'(t - is - is' - is") r(2is) 

x [cosh( s + s' + s")rr + 1) ," be cosh( s - s' - s")rr + ib sinh2srr ] 

X M(- s', - siP' ,p;s") 

+ (2rrt2 r( t + is - is' + is") r( t + is + is' - is'') r( - 2is) 

+ 1), .. be cosh(s - s' + s")rr - i1), .. b sinh 2srr] 

X M(- s', siP' ,p;s"). (5.23c) 

This completes the evaluation of the C-G coefficients 
in the continuous basis. 

= L(s, - s' iP, fI is''), (5. 20a) SUMMARY 

and We first make a few comments on the present paper, 
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and then on the entire series of which this forms the 
concluding part. Following the approach of the previous 
papers, we have established a connection between the 
Clebsch-Gordan problem of SU(1, 1) for products of the 
form C; 0C;: and the structure of spherical harmonics 
for the group 0(2,2) in an 0(1, 1)00(1, 1) basis. Byex­
ploiting this connection, we have explained the form of 
the C-G series for this case in a new way, and have 
also obtained the C-G coefficients in an 0(1, 1) basis. 
As in the previous cases, these coefficients are expres­
sible in terms of the generalized hypergeometric func­
tion 3F2 with unit argument. However, the actual ex­
pression for the C-G coefficient corresponding to the 
case C: 0 C;: - C::, say, is rather lengthy and involves 
several terms, in comparison with the cases D' 0 D' - D' 
for example. As in the case of the products D;0 D;. 
treated in II, the reason why the representations Di/2 
never make an appearance in the reduction of C; 0 C;: is 
understood satisfactorily; it is directly related to their 
absence in the Plancherel theorem for SU(1, 1). But the 
absence of Di/2 in the products D~0 C; had a somewhat 
different explanation, being related to the structure of 
spherical harmonics with respect to the group 0(3, 1). 
This is explained in III. We have also explained the 
double occurrence of each C~: in C; 0 C;: (for appropriate 
choice of En) in a new way: It happens because within a 
continuous series UIR of SU(1, 1) each eigenvalue of a 
noncompact 0(1, 1) generator appears twice. 

The calculations of the C-G coefficients that we have 
performed in the four different cases of products, and 
the expressions that we have given for them, are mutu­
ally consistent in the following sense. At the beginning 
of the investigation we set up standard forms for each of 
the UIR's of SU(1, 1) that were of interest, namely D~ 
and C: for q ~ t. And we made sure that any such UIR 
whether present as a factor in a direct product 1<.01<.' 
or as a summand in the direct sum decomposition of a 
product was always, exhibited in the standard form. 
Further, the choice of the 0(1, 1)-basis vectors within 
each VIR of SU(1, 1) was specified completely, with no 
uncertain phase factors, in I, and this choice was ad­
hered to throughout in setting up the uncoupled and 
coupled basis vectors for each product 1<.01<.'. However, 
the question arises as to the form of the SU(1, 1) rep­
resentation matrices in the 0(1,1) basis that must be 
taken with ou~ eXl?ressions for the C-G coefficients. 
Let us write f) (I<.) (g) for these matrices. They are such 

p' b ,Pa 

that they obey, along with the C-G coefficients that we 
have calculated, the following equation: 

-(I<.) -(/?) J '" l~ I~ 
[) /I' c,P. (g) [)p .. d,P' b (g) = dl<. " L.J dPl dP/ 

yef - -0 - 00 

x A(I<.,I<.';R.") 

XC(I<. 1<.' R." ylp"c p"'d p~f) L5H~;1e(g) 

XC(I<. 1<.' 1<." ylpa p'b P1e)*. 

(6.1) 

The form of this equation follows from the way the 
various states have been normalized, as set forth in 
Sec. 4 of 1. The precise definition of the measure dl<." 
is given in Sec. 3 of II; and the function A(I<.,I<.';I<.") is 
unity if 1<." occurs in the decomposition of I<. 0 1<.' and 
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vanishes otherwise. So for given I<. and 1<.', the range 
of the 8" integration is determined by the appropriate 
C-G series listed in Sec. 2 of 1. Now the representation 
matrices L5 (I<. )(g) are of course completely determined 
by the standard forms that we have set up in Sec. 1 of I 
for the various UIR's. On the other hand, in Ref. 4, a 
calculation of the representation matrices in an 0(1, 1) 
basis has been carried out for all the VIR's of SU(1, 1), 
using a different description of the UIR's. These ma­
trices, [) (~) (g), are just the ones we have used in 
Sec. 3 in ~etnng up the 0(2,2) spherical harmonics in 
an 0(1, 1)00(1,1) basis. Equation (6.1) will not be 
valid if we were to replace L5 by [) everywhere. Instead 
of calculating .3 (I<. )(g), it is enough to relate them to 
[) (I<. )(g); this relation must necessarily be of the form 

L5~,~?Pa (g) = exp[icp(1<. ;P', b) - icp(1<. ;p, a)] [) ~~!P' (g), (6.2) 

with cp(1<. ; p, a) a real quantity. By making cp(1<. ;p, a) 
= cp( T(I<. );p, a), we secure the property 

(6.3) 

for lJ, analogous to Eq. (3.3) for f); and then this makes 
Eq. (6.1) above and Eq. (5.4) of I, describing the effect 
of T on the C-G coefficients, mutually consistent. The 
values of cp(1<. ;p, a) turn out to be6 

cp(k ± ;p) =.- p In 2 + arg r(k - ip), 

cp(S€;p, a) = - pln2 - arg r<t+ is + ip) 

- arctan[T), aexp(- (s + P)1T)]. 

(6.4a) 

(6.4b) 

We emphasize once more that a mutually consistent set 
of 0(1, l)-basis representation matrices and C-G co­
efficients, in the sense of the validity of Eq. (6.1), is 
given by L5 (I<. )(g) and the C-G coefficients as calculated 
by us, and not by f) (I<. ) (g) and these coefficients. 

It is unfortunate that in our analysis of the Clebsch­
Gordan problem for SU(1, 1) we had to exclude the UIR's 
of the exceptional interval, C~ for 0 < q < t in the forma­
tion of direct products. This was because a simple con­
struction of these VIR's in terms of oscillator operators 
is not possible, while on the other hand it is just such 
constructions of the other UIR's that led to the higher 
symmetries that we have exploited. It would be 
interesting to extend our analysis to include the excep­
tional UIR's and to discover corresponding symmetries 
in the problem. 

A useful byproduct of our work has been the construc­
tion of complete sets of spherical harmonics in four­
dimensional real space with respect to the various 
groups O(P, q) for p + q = 4, P ~ q. Of course the fact that 
the 0(3) representation matrices D~m,(R) form a com­
plete set of spherical functions on the unit sphere in four 
dimensional Euclidean space is very well known. We 
have made explicit the analogous connection between the 
SU(1, 1) representation matrices and the 0(2,2) 
"spherical harmonics". In all cases, our constructions 
keep a maximal commuting subset of the O(P, q) gen­
erators diagonal. In the third paper of this series, we 
had to deal with the group 0(3, 1), which is the one case 
that does not simplify to a lower-dimensional group. 
Here we had to construct spherical functions for both 
the "timelike" and "spacelike" regions. The former 
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are reasonably straightforward, while the latter are 
more involved. Our expressions for the 0(3, 1) spherical 
harmonics in the spacelike region, in an 0(2}@0(1, 1) 
basis, are new and do not exist in the previous litera­
ture. These may be of use in various problems involving 
the (3 + I) Lorentz group. The 0(3,1) spherical harmon­
ics for the same region but in a basis in which the 0(3} 
subgroup of 0(3, I} is "diagonal, " have been presented 
in the literature. 7 

The concept and use of the generating representations 
iJ., C of SU(I, 1) seems to us to be quite novel and in 
principle capable of extension to other groups. It gives 
a convenient and elegant way of dealing with a large 
number of UIR's of a chosen noncompact group, G1 say, 
in a unified manner. The decomposition of a generating 
representation of G1 into UIR's of G1 would be accom­
plished by looking for a sufficiently large group of 
symmetries of this representation. And if the direct 
product of two generating unitary representations of G1 

has a symmetry group larger than the direct product of 
the individual symmetry groups,' then from the rep­
resentation structure of the symmetry groups we can 
learn something about the C-G series for G1 • For 
groups of larger dimension than SU(I, 1), the analog of 
the construction of spherical harmonics for appropriate 
symmetry groups may be quite involved, and not 
practical. Nevertheless, this general method can be 
useful in that it may explain the structure of certain 
C-G series for Gl , though the calculation of the C-G 
coefficients may be much harder. In the present work 
we have been particularly lucky since the problems of 
dealing with the symmetry groups 0(4} and 0(2, 2) were 
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greatly Simplified by the relationships of O( 4} 
::::0(3}@0(3} and 0(2,2) "'0(2, 1}@ 0(2, I}. We hope to 
examine these questions elsewhere. 
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A general transform technique is developed for multiregion critical problems. The equivalence of a 
replication procedure and a derived boundary condition approach is demonstrated for the general 
multiregion geometries. An exact representation for the particle density may be obtained using this 
approach in the form of singular integral equations or equivalent Fredholm equations for expansion 
coefficients which arise from the superposition of the normal modes representing the particle density. 
The method is specifically demonstrated in the determination of solutions to the two-region critical 
cylinder problem. 

I. INTRODUCTION 

Since the application by Case l of the singular eigen­
function expansion technique to solving the Boltzmann 
transport equation for neutron distributions in plane, 
homogeneous, isotropically scattering media, extensive 
investigations have been made to include more realistic 
assumptions of anisotropic scattering, time-dependence, 
multigroup, and energy dependence for distributions of 
neutrons and photons. Several investigations have been 
made to extend the method to nonplanar geometries 
using various techniques applicable to isolated cases. 2, 3 

One procedure, refe rred to as the transform approach, 
has evolved which can be employed in a general manner 
to a variety of transport problems, greatly extending the 
class of problems solvable using the other techniques. 

Leonard and Mullikan4 were the first to suggest the 
idea in an application to neutron transport in spheres. 
Mitsis 5 extended the transform concept to include criti­
cal problems in single region, one -dimensional slabs, 
infinite cylinders and spheres. In a classical mathemat­
ical approach Gibbs6 demonstrated general applicability 
in three -dimensional, arbitrary convex bodies consist­
ing of a single homogeneous material, where arbitrary 
source distributions were permitted. 

The techniques employed by Mitsis and Gibbs were 
similar in philosophy. BaSically each consisted of re­
ducing the integral form of the transport equations to an 
equation for a transform function which could be solved 
using Case's method. The particle density could then be 
represented by a simple integral of the transform func­
tion. The two methods differed radically, however, in 
the method employed to derive eguations which must be 
satisfied by the expansion coefficients for the normal 
modes comprising the transform function. Mitsis's pro­
cedure was somethat formal in that "boundary condi­
tions" were derived from the definition of the transform 
function, and no mathematical evidence was given to 
assure validity of the transform procedure. On the 
other hand, Gibb's method made use of the replication 
properties of the transform eigensolutions and assured 
a consistent mathematical foundation for his transform 
procedure. To demonstrate the equivalence of the two 
methods Gibbs showed his Singular integral equations 
for the expansion coefficients were identical to those 
obtained by Mitsis with his boundary condition approach. 
Thus, for single-region problems, the mathematical 
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rigor of the more easily applied Mitsis procedure could 
be inferred from the work of Gibbs. 

The extension of the transform concept to bodies con­
taining regions of differing multiplication has been ac­
complished by Smith and SiewerF and Sheaks. 8 The 
former paper determined solutions in two-region 
spheres; the latter presented solutions for the particle 
density in an annular region surrounding a central 
black cavity. In each case a procedure analogous to that 
of Mitsis was employed. However, the technique lacked 
generality, being dependent on the specific problem 
analyzed. Also, the mathematical rigor of the method 
was not proven since the analogy to Gibb's single-region 
analYSis was no longer applicable. 

The purpose of this paper is two-fold: we demonstrate 
that the boundary condition method and the replication 
method are in general equivalent for multi region prob­
lems; in addition, we extend the transform technique to 
multi region cylinders by determining solutions for the 
two-region critical cylinder problem. 

II. MUL TIREGION TRANSFORM TECHNIQUE 

We consider the general form of the equation9 de­
scribing particle transport in a convex region, V, 

n (r) = J dd c(r' )n (r') + S (r' ) ]K" r - r I ), r EO V, 
v 

(2.1 ) 

where n(r) is the particle density, c(r) is the mean 
number of secondaries per colliSion, S(r) includes con­
tributions from a flux incident on V and from distributed 
sources within V, and distance is measured in units of 
the total mean free path. We assume isotropic scat­
tering and an invariant total mean free path throughout 
V, and that V can be subdivided into N subregions, Vi' 
where c(r) has constant values, c j • 

The transfer kernel under these assumptions becomes 

K(I rl) = e- 1rl /47T1 r12. (2.2) 

Noting that we can write 

K(lrl)=ildJ.l e-Irl/J.l =jldJ.l G(lrl ) 
o J.l2 47Tlrl 0 J.l2 ,J.l 

(2.3) 

and that G(r, J.l) satisfies 

(- V2 + 1/ J.l2 )G(r - r', J.l) = o(r - r'), (2.4) 

Copyright © 1974 American Institute of Physics 1669 
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we proceed in the manner of Gibbs to write 

n(r)= Pd~F(r,jJ.), rEV, (2.5) 
)0 jJ. 

where 

F(r, jJ.) == I v dr'[c(r')n(r') +S(r'»)G(I r - r' I, jJ.). (2.6) 

Equations (2.5) and (2.6) are thus considered a trans­
form pair, and F(r, jJ.) can be shown by substitution to 
satisfy 

(_V'2+~2)F(r,jJ.)-c(r) 11 d
;F(r,jJ.)=s(r). (2.7) 

The basis of the transform procedure consists of con­
structing solutions to Eq. (2.7) such that Eqs. (2.5) and 
(2.6) are mutually consistent. We note that while the 
single-region transform procedure has been followed to 
this point, Eq. (2.7) is not separable over rand jJ. and 
a new technique must now be employed. 

We continue with a procedure followed extensively in 
multi region reactor physics analysis, i. e. , in lieu of 
determining the general eigensolutions of Eq. (2.7), we 
find solutions for each subregion, separately. Thus we 
consider N-subregions for which the transform function, 
Fi (r, jJ.), defined in that region satisfies 

( 2 1) PdjJ. \-V' + jJ.2 Fj(r,jJ.)+c j Jo jl2Fj (r,jJ.)==S(r), 

i=l,N. (2.8) 

The homogeneous solutions of Eq. (2. 8) have been 
presented in detail by Mitsis and Gibbs are presented 
here for completeness of presentation. Assuming 
separation of variables we find 

Fi(r, jJ.) = I dv fi (v, /J.)Rj(r, v) 

where Rj(r, v) is a solution of 

(-V'2+1/v)R j (r,lJ)==0, rE Vi' 

( ) 
CjVo/jJ.2 

Ii VOl' jJ. = ~i _ jJ.2' 

(2.9) 

(2.10) 

(2.13) 

in which 5(x) denotes the Dirac delta-function, P indi­
cates a Cauchy principal value integration, and VOi is 
the positive root of the dispersion function 

(2.14) 

The function Rj(r, v) can be constructed from a linear 
superposition of an appropriate basis set of the null 
space of the operator (- V'2 + 1/ v). Choosing a basis 
sufficient for the compatibility of Eqs. (2.5) and (2.6), 
we can write 

(2.15) 

where the integral sign is used mnemonically to include 
the discrete eigenvalue and the values of vE Re[O,I]. 
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For regions containing distributed sources or when 
particles are incident on the external boundary, particu­
lar solutions to Eq. (2.8) may be constructed by a vari­
ety of techniques. In a general manner, the classic 
Green's function is readily applied thus representing 
the particular solution in terms of the homogeneous 
functions derived above. In this paper, however, we 
consider only multi region critical problems and thus 
simplify the notation considerably. 

III. EQUIVALENCE OF TRANSFORMS 

Having determined a general solution for the trans­
form function F(r, jJ.), we now have a choice of two 
techniques to derive equations which must be satisfied 
by the expansion coefficients, A7(v). The extension of 
the Mitsis technique would consist of deriving pseudo­
boundary conditions directly from the definition of the 
transform function, Eq. (2. 6). Using the Gibbs analogy, 
Eq. (2. 15) is substituted into Eq. (2. 5), the resulting 
expression for the density is inserted into Eq. (2.6), 
and the replication properties of the transform functions 
are employed to obtain necessary conditions on A~(v) to 
cause agreement between the resulting expression for 
F(r, jJ.) and that of Eq. (2.15). 

Since the boundary condition approach is more easily 
facilitated, it is useful to establish the equivalence of 
this method to the more fundamental and rigorous 
replication method. We begin with the replication 
approach to a one-dimensional multi region system 
with N homogeneous subregions with dependent variable 
r, where planar, cylindrical, and spherical geometries 
are included. For simpliCity of presentation we consider 
only critical problems, thus eliminating particles in­
cident on the outside boundary and distributed external 
sources. 

Because of the above assumptions a sufficient basis 
set for the spatial functioI'!.s, {R,(v,r)}, consist of a 
single pair of linearly independent functions. For sim­
plicity of notation the following analysis is presented 
for only one of the functions without loss of generality. 
Thus we write 

and 

nj(r)==I dlJAi(v)Rj(v,r), 

since 

r d/J.!j(v, jJ.) =1. o 

(3.1) 

(3.2) 

From the definition of the transform function Eq. (2.6), 
N 

F/(r,/J.)=="BJ, dr'cJn/r')G(Ir-r'!,jJ.), rEV/. (3.3) 
J=l v J 

Substituting Eq. (3.2) into Eq. (3.3) we find the follow­
ing integral which can be evaluated analytically: 

Yjj ;: Iv/r/G(! r - r'! ,jJ.)R/v,r'), rE VI' (3.4) 

The evaluation procedure is classic: Eq. (2.4) is multi­
plied by RJ(v,r'), Eq. (2.10) by G(lr-r'I,jJ.), the re­
sulting equations integrated over Vj and subtracted. The 
result is 
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Yloi =f/v, JJ.)/cj(R/v,r){)ioi + Jv/r1v'. [Rj(v,r')VG 

X (I r - r'l, JJ.) - G(I r - r'l ,JJ.)VRj(v,r')]) 

(3.5) 

where () is the Kronicker delta. 

The second term in brackets may be evaluated by 
Gauss's theorem and a representation of G(I r - r' I, JJ.) 
of the form 1o 

1 I) g± (r' , /J.)g~ (r, JJ.) 
G( r - r' ,/J. W{i.(r', /J.)g.{r', /J.)} , r~r', (3.6) 

where g_ (r , /J.) and g. (r, /J.) denote the Sturm -Liouville 
solutions regular at the origin (or at - 00 for planar 
geometry) and at + 00, respectively, and W denotes the 
wronskian. 

We find 

Y/ j =!J~v, JJ.) {Rj(v,r)()/,j + [Ij,j(v, /J.)g,(r, JJ.) 
j 

-I~,j_l(v, JJ.)g(±r, JJ.)J}, 

where 

I' ( )-S W[RJ(v,rk),g~ (rk, /J.)] 
,.k v, /J. - k W[g.(rk, /J.),gJrk, /J.)] 

(3.7) 

(3.8) 

Here Sj_l and S, designate the surface areas of the inner 
and outer boundaries, r=rj _U and r=rj , respectively, 
of the jth subregion; the top sign is applicable for r>r j , 

the bottom for r < rJ" Also, for spheres and cylinders 
I~.o(v, JJ.) =0. 

Inserting Eqs. (3.7) and (3.8) into Eq. (3.3), we find 

F;(r, JJ.)= J dvAI (v)fi (v, iJ,)RI(v,r) 

(Ii - j=l J dvAj(v)/j(v, JJ.)[Ii'/V, JJ.) -lj,j_l(V, JJ.)]g.{r, /J.) 

N 

+J~l J dvAJ(~/,(v, J.L)[Ij,j(v, /J.) -Ijd_1(v, J.L)]g.(:", /J.) 

+ J dvl/(v, /J.)A/(v)Ij,/(v, /J.)g.(r, /J.) - J dvl/(v, /J.) 

(3.9) 

Thus, by comparing Eq. (3.9) with Eq. (3.1), the 
bracketed term must necessarily be set to zero. Also, 
since g.(r, /J.) and g.{r, JJ.) are linearly independent the 
coefficients of these functions must independently equal 
zero. The resulting expressions yield 2N equations for 
the expansion coefficients, Ai (v), as i is varied from 1 
to N. 

The precise equations obtained above using the repli­
cation properties can be derived from a boundary condi­
tion technique analogous to that of Mitsis. Formally, we 
can use the definition of the transform function, Eq. 
(3 . 3), to de ri ve the following conditions: 

(3.10a) 

(3. lOb) 

F a(rN, /J.)VG(rN - r, /J.) - G(rN - r, /J.)V F N(rN, J.L) =0, 

(3.10c) 
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where Eq. (3.6) is used to specifically derive Eq. 
(3 .10c). As in the replication method, Eqs. (3.10) 
represent equations which can be solved for the expan­
sion coefficients. 

The equivalence of the two sets of equations can be 
seen by examining successively the coefficients of 
g.(r, /J.) in Eq. (3.9) beginning with i=N. We find, 
first, 

(3.11 ) 

By explicitly writing I ;(v, /J.) from Eq. (3.8) it is easily 
seen that Eq. (3.10c) is identical with Eq. (3.11). 

Next, letting i =N -1, we find 

(3.12) 

The first term is zero by Eq. (3.11); the equivalent of 
the remainder of Eq. (3.12) can easily be derived from 
Eqs. (3.10a) and (3. lOb) with i=Nby multiplying Eq. 
(3.10a) by vg.(rN_U J.L), Eq. (3.10b) by g_(rN_lI /J.), and 
subtracting the results. If the process is continued with 
the remaining values of i, the equivalence of the two 
sets of equations is readily demonstrated. We find each 
new successive equation will contain only two nonzero 
terms which can be shown to be equivalent to the bound­
ary conditions Eqs. (3.10a) and (3.10b). 

We note that we have used only the replication equa­
tions associated with g.(r, /J.). Howeve r, the equations 
associated with g.{r, /J.) are easily seen to be equivalent 
to Eqs. (3.10) using a procedure similar to that de­
scribed above. 

Thus the conditions derived from the transform func­
tion definitions are sufficient to determine the expansion 
coefficients which will satisfy the necessary replication 
equations. In the next section we apply the formalism 
presented in this section to determine solutions to the 
two-region critical cylinder problem. 

IV. THE TWO-REGION CRITICAL CYLINDER 

We seek solutions for the particle densit¥ in a two­
region infinite cylinder conSisting of a central region, 
radius Ru with a multplication constant Cu surrounded 
by a concentric outer region, outside radius R2 with 
multiplication c2 • The critical problem assumes no 
external sources or particles incident on the outside 
boundary. The specific form of Eq. (2.1) applicable to 
this geometry may be written 

11d/J. 
n1(r) = -2 F1(r,/J.), 

o /J. 
(4.1) 

where 

(4.2) 

(4.3) 
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F2(r, J1.) = 10 R1dt tn1 (t)Ko(r/ J1.)Io(t/ J1.) 

+ r dt tn1 (t)Ko(r! J1.)Io(t/ J1.) 
R1 

(4.4) 

where Io(x) and Ko(x) are modified Bessel functions of 
zeroth order. 

Using the above definitions the transform functions 
can be shown to satisfy 

V2 Fj(r, J1.) - ~Fj(r, J1.) + c j I1d~; F j (r, J1.') =0, i = 1,2. 
J1. 0 J1. 

(4.5) 

The separation of variables technique presented in 
Sec. 2 leads to solutions in the form 

(4.6) 

F2(r, J1.) =!2(V02> J1.)[A2Io(r/vQ2) +B:J(0(r/v02 )] + 101 
dV!2(V' J1.) 

x [A2(v)Io(r/v) +B2(v)Ko(r/v)], J1.E [0,1], rE[RuR2]' 

(4.7) 

The appropriate conditions derivable from Eqs. (4.2) 
and (4.4) which must be satisfied by the transform 
functions are 

(i) Fl (0, J1.) is finite, 

(ii) Ko(R2/ J1.) F2(~2' J1.) + !Kl (R2/ J1.)F2(R2/ J1.) =0, 
r J1. 

(iii) F1 (Ru J1.) = F2(Ru J.l.), 

(. ) oF1(R1 , J1.) oF2(R 1 , J.l.) 
IV or or 

The choice of the R(v,r) function in Eq. (4.6) insures 
that (i) is satisfied. The application of (ii) leads to the 
following equation: 

(4.8) 

where 

q j (x, J1.) = R2 (; Ko (R2/ J1.)II. (R2/ x) + ~ Kl (~/ J1.)I0 (R2/ x) , 

qj(x,x)=l, i=l or 2, 

and 

The standard techniques of Vekuall are now employed 
to explicitly solve for A2 and ~(v). We isolate the 
singular part of Eq. (4.8) to write 
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(4.9) 

where the following definitions are employed: 

1 rl 
F(J1.) = J1.2 (Bd2(V02 ' J1.)h2(v02 ' J1.) + Jo dvB2(v)!2(V, J1.)h2(v, J1.», 

Qj(v, J1.) qi(V, J1.) - qi(V, v) , 
v - J1. 

cp(j)(v)=£!.~ 
± 2 VOj - J1. ' 

cp"cf) (,,) =pcr /v - J1. + Aj(V)O(v- J1.)' 

We recognize the functions cp~j) (J1.) to be those ob­
tained by case in slab geometry. We choose to utilize 
the half-range orthogonality properties12 of these func­
tions to find 

A 2=S(V02 ) + 11 dv'A2(v')K(2) (V02 , v'), 
o 

A 2(v)[1 + J(d] =S(v) + fol dv'A2(v')K(2) (v, v'), 

where 

(4.10) 

(4.11) 

'11 = V02 or v, 

Wj(J1.) = (VOj - J1.)'Yj (J1.) , 

'Yj (J1.) = c j J1./2xj(- J1.)(Voj - J1.2), i=l or 2, 

S('I1) = N
2

1
('I1) [ldJ1. W2(J1.)F(J1.)cp~2) (J1.). 

The functions g(cl'v) and Xi (v) are the familiar functions 
found in slab geometry applications and have been tab­
ulated by several authors. 13. 14 

Equations (4.10) and (4.11) comprise one set of a 
"constraint" and Fredholm integral equation pair, com­
mon to critical problems. A second pair may be de­
veloped by applying boundary conditions (iii) and (iv). We 
follow a procedure similar to the one employed above to 
eliminate Al and Al (v). Now, however, we use the 
orthogonality and completeness of the functions 11 (v, J1.). 5 

The application of condition (iii) and the appropriate 
orthogonality properties leads to 
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(4.12) 

Al (v) ,h:(~ljV) ([Aio(Rl / V02 ) + B2Ko(Rl/V02)]Z(V02> v) 

+ f dv'[A2(v')Io(Rl /v') + B2(v')K0(Rl / v') ]Z(v', v)), 
o 

where 

and 

. P 
(r/1l')2 -2--'2 + 7]2[Al (7])~ (7]) + WCl C2 rflO(7] - 7]'). 

7] -7] 

(4.13 ) 

Applying condition (iv) leads -to equations similar in 
form to Eqs. (4.12) and (4.13), isolating the coefficients 
Al and Al (v). Thus by a simple subtraction Al and Al (v) 
may be eliminated. We find a constraint equation to be 

Z(V02> VOl) [A2Pl (VOl> V02 ) + B2ql (VOl> v02 )] + f 1 dv Z(v, VOl) 
o 

x [A2 (v)Pl (VOl> V) + B2(v)ql (VOl> V) 1 = 0, (4.14) 

and a singular integral equation 

X [A2 (v')Pl (v, v') + B2(v')Ql (v, v')] = 0, 

where 

(4.15) 

Equation (4.15) can be reduced to a Fredholm equation 
by methods similar to those employed by Kuszell15 in the 
multi region slab problem. We write Eq. (4.15) as 

(4.16) 

where 

The singular kernel, Z(v', v) is separated into singular 
and regular parts using a partial fraction technique to 
yield 

M(v)B2(v)+C2
2
- Cl rldv'~B2(V')=</>(v), (4.17) Jo v - v 

and the following definitions have been employed: 

</> (v) = (</>, (v) - B2Ql (v, V02 )Z(V02> v)/ v _ (C2 ; Cl) 
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We recognize Eq. (4.17) as a form analogous to that 
obtained by Kuszell. 15 Following a similar procedure of 
solution we obtain 

B2(v) = [1/ (M2(v) + C2 ; Cl V7T) 2 Yo(v~ 

x I I dv'Yo(v')T(v, v')</>(v'), 

where 

T(v,v') (C2 - cd ~ + M( )6( _ ,) 
2 v v _ v' V V V , 

(4.18) 

and Yo(v) is the appropriate half-range weight function 
used by Kuszell. 

Thus Eqs. (4.18) and (4.11) constitute a pair of 
coupled Fredholm equations to be solved for A 2 (v) and 
B 2 (v) subject to the constraint conditions, Eqs. (4.14) 
and (4.10). Because the equations are homogeneous in 
expansion coefficients we can arbitrarily set one con­
stant, B2 say, equal to -1. Once these equations have 
been solved, the coefficients Al and Al (v) follow 
straightforwardly from Eqs. (4.12) and (4.13). Finally, 
the particle density in terms of these coefficients is 
determined from Eqs. (4.1) and (4.3), 

nl(r)=AIIO(r/vOI) + fdvAI(v)Io(r/v) , (4.19) 
o 

n2(r) = A2Io(r/v02 ) + B2KO(r/ V02 ) + f dvAI (v)Io(r/ v) 
o 

+ fdvB2(v)Ko(r/v). (4.20) 
o 

As with all but the most highly idealized problems 
which employ techniques similar to those of case, the 
expansion coefficients are solutions to integral equations 
involving analytically complex Fredholm or singular 
kernels. Numerical procedures have been successful in 
solving similar equations, such as the Neumann series 
method employed by Mitsis5 in solving critical single­
region problems and those of DoctorI6 in two-region 
spheres. Alternative procedures such as discrete 
ordinates and that employed by Bareiss and NeumannI7 

to obtain the expansion coefficients from the singular 
integral equations would be applicable should the itera­
tive Neumann series technique fail to converge. These 
numerical techniques would not be available for the 
direct numerical solution of n(r) from Eq. (2.1). In 
addition, the transform solution provides considerable 
inSight into the analytical structure of the solution for 
the particle density. 

In summary we have demonstrated the equivalence of 
the replication and boundary condition transform tech­
niques for multi region critical problems in one-dimen­
sional planar, cylindrical or spherical geometry. The 
specific application to a two-region cylinder presented 
herein can be extended in a straightforward manner to 
multi region cylinders, spheres, and slabs. The logical 
extension to general multi region geometries including 
nonsymmetric sources and incident particles should 
follow from the procedures presented in this analysis. 
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Lattice gas with nearest-neighbor interaction in one dimension 
with arbitrary statistics 
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We define a quantum lattice gas with arbitrary statistics, For a one-dimensional system with 
nearest-neighbor interaction, we show that the problem is exactly soluble by use of Bethe's hypothesis 
when the interaction a = ± I. The ground state energy is then obtained for the fermions of spin 1/2, 
Two phases are found in the case a = - I. 

INTRODUCTION 

Many years ago, Matsubara and Matsuda l considered 
a Bose gas moving on a lattice as a model of critical 
phenomena in liquid helium. In the language of Ref. 2, 
this model considers a system of bosons interacting 
through a potential energy which has two parts. First 
there is a hard core to forbid any two particles from 
occupying the same site. In addition there is a nearest 
neighbor interaction equal to - 2.Q.. One further replaces 
the usual kinetic energy operator V2 by a double differ­
ence. That is, the potential is 

v = {- 2.Q. for nearest neighbor 
00 for the hard core, 

(1) 

and the kinetic energy operator is 

(x I kinetic energy I</,) = - (x + 11 </') - (x -11 x) + 2(x 1</,). 

(2) 

The model Hamiltonian then becomes 

H = 6 (- double difference operator) + 6 V 
N.B. 

(3) is applicable to system in three, two, or one 
dimension. 

(3) 

In this paper, we first define a generalization of (3) 
into the case where one could have particles with arbi­
trary statistics instead of Bose statistics alone. This 
generalized Hamiltonian is 

~" " (1 +pd H = L..i (- double dIfference operator) + L..i V 2 J, (4) 
l<j 

where P ij is the permutation operator. The use of such 
permutation operator is well known in nuclear phYSics 
and was fashionable in the 1930's. For Bose gas, (4) 
reduces to (3) (as Pij = 1 for the totally symmetric wave­
function). Next, we establish that for a one-dimensional 
system, (4) is exactly soluble for any statistics by use 
of Bethe's hypotheSiS when .Q. = ± 1. Subsequently we ob­
tain the ground state energy for the fermions of spin ~ 
in the limit of an infinite system at fixed denSities and 
two phases will occur when .Q. = - 1. 

BETHE'S HYPOTHESIS FOR ONE-DIMENSIONAL 
DIMENSIONAL SYSTEM 

Yang3 has used permutation operators in his solution 
of the a-function interaction problem with arbitrary 
statistics. The same method is applicable to the present 
problem. We assume that the wavefunction takes the 
form in Bethe's hypotheSiS: 

</'= 6 [Q,P] exp{i[PPlXOI +.00 +PPN xoN ]} (5) 
p 

for 0 <XOI <.00 <XON <Lo P= [P1,P2'" PN] and Q 
= [ Q1, Q2 ... QN] are two permutations of 1, 2, •.. ,N. 
By adopting the same notations as in Yang's paper, 3 

(3) yields the equation 

toolj.oo = Yji ~o •• jl ••• , 

where 

Y;i=(Yj-~-I)+y;:P34 (6) 

and 

yj: = .Q.(expip - expiq)/{exp[i(p +q)] + 1 - n expiq} 

and the energy is given by 

E= - 26 (COSPj - 1). 
j 

(7) 

( 8) 

Now it turns out that identities (Y7), (Y8) hold only for 
.Q. = ± 1. Thus we only deal with these cases in the 
following. 

SPECIAL CASE OF FERMIONS WITH SPIN % 

As in Ref. 3 the special case of fermions with spin ~ 
is solved through speCializing to a particular represen­
tation of the permutation group of the coordinate in­
dices. We discuss cases .Q.=± 1 separately. 

Case L'l =-1 

If we make the transformation 

Qj = ~tan(p;l2) 

then 

(9 ) 

(10) 

and the procedure leading to (Y20), (Y21) can be applied 
here. Hence for a collection of N fermions with M spin 
down, one obtains the algebraic equations 

, iQj - iAI + ~ 
exp(tPjL)= n '0: 'A .!., (lla) 

IZj-ZI-z 

_ II ~Qj - ~AI + f = II - ~A!, + ~AI + 1 , 
j ZQj -zAI -"2 I' -zAI' +zA I -1 

(llb) 

where L is the number of sites o By taking P and A to be 
real, the logarithms of (lla), (llb) give 

pL = 2rr(Ip +~) + 6 8(2Q - 2A), (12a) 
A 

6 8(2A-2Q)=2rrJA +.0 8(A-N), 
~ AI 

(12b) 

where 8 ex) = 2 tan -IX and I p , J A are integers {we take 
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M=odd, N=::even)o In the limit L,N,M-oo proportion­
ally, one obtains 

4 fB 4a(A)dA 
1+4a2 = 21Tp(a) + -B 1+4(a-A)2' (13a) 

2 (A)= fO 4p (a)da _ (B 2a(A')dN 
1Ta _Q 1+4(a-A)2 )-B 1+(A-N)2 (13b) 

with 

!i _ {Q 16a2p(a)da 
L - J-Q 1+4a2 ' 

(14) 

f = iQ p(a)da, ~ = fBB a(A)dA. 

For M/L« 1, one could easily obtain ()V/L=r) 

E 2 2. M (2. 2 ) L= r-rr SlU1Tr +'L rr SlU1Tr - rCOS1Tr + .... (15) 

The first two terms are the energy per unit length for 
a system with M = 0, i. e., fermions with all parallel 
spins. The result is expected. On the other hand, the 
p's in (lla) can be complex numbers when L» 1. 
That is, 

a i = Ai ± i/2 + O[exp(-KL)], (16) 

pi=2tan-12a;, (17) 

where we take real part of Pi in the quadrant (1T/2,1T) and 
(-1T/2, -1T). Then similar to the a-function interaction 
model in the attractive case,4 one obtains the integral 
equations 

2 fB 2a(A') 
1 + A2 = 21Ta(A) + -B 1 + (A _ A')2 dN 

f Q 4r(y) 
+ _ Q 1 + 4 (A _ y)2 dr, 

4 fB 4a(A) 
1+4y2=21TT(Y)+ -B i+4(y_A)2 dA 

with 

N I.B iO 
L
-=2 adA + rdy, 

-B -0 

M fOB 
- = rJdA 
L -B ' 

and 

E iB3+4A2 1° 16y - = 2 -1 A2 a(A)dA + -1 4 2 rdy. L -B + -Q +y 

For M/L« 1, one easily obtains 

E/L = 2r - (2/1T) sin1Tr + (M/L)[ (2/r) sin1Tr 

- 2(r- 2)cos1Tr + 2] + ... 

(18a) 

(18b) 

(19) 

(20) 

(20) indicates that, at high density, pairing of spin up 
and spin down particles gives lower erergy than non­
pairing as in (15). Therefore, one expects that, at cer-
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tain density, two phases coexist: one phase defined as 
collections of fermibns with no pairing and the other de­
fined as with pairing. Details will be published 
elsewhere. 

Case 6.= + 1 

If we make the transformation 

a = t cot (p/2) 

so that 

(21) 

(22) 

then again we can apply the same procedure as case 
~= -1. But now complex solution of the forms (16) will 
give the lowest energyo The integral equations will be 

2 1 2rJ(A') , 
1+A2=21Ta(A)+ [BJ 1 +(A_N)2 dA 

( 4r(y) 
+ }[Ql 1+4(A-y)2 dy, (23a) 

4 (4a(A) 
1+4y2=21Tr (y) + }[BJ1+4(y_A)2 dA (23b) 

with 

-L
N = r rdy+ 2 { adA, -L

M =1 adA, 
}[QJ 'J[BJ IBJ 

(24) 

and 

r = lQJ 1 +44Y rdy + IBI I .; A2 adA, (25) 

where [Q] indicates the integration range is [- 00, - Q] 
and [Q,oo]. 

REMARKS 

One can also obtain the scattering S matrix and the 
thermodynamics of particles with higher spins. The 
problem of mixture of fermions and bosons can also 
be exactly solved. Details will be published elsewhere. 
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A conjecture that the (n _1)2 independent moduli and (2n -1) unphysical phases completely specify 
all n -dimensional unitary matrices is shown to be true in two and three dimensions. but false in 
four or more. The implications for quantum theory are discussed. 

INTRODUCTION 

Finite-dimensional unitary matrices arise in both the 
nonrelativistic and relativistic quantum theories as ar­
rays of transformation coefficients between distinct 
orthonormal sets of state-vectors (bases). But (since 
the phase of a basis vector is of no physical signifi­
cance) not all of the phases of a unitary transformation 
matrix may have physical significance. In particular, 
arbitrary diagonal unitary matrices Dl and D2 may be 
used as pre- and post-factors, respectively, in 

(1 ) 

to produce a unitary matrix U' with precisely the same 
physical meaning as the original matrix, U. 

Observe that a constant unimodular matrix may be 
extracted from both Dl and D2 , and that it commutes 
with all matrices. Thus Eq. (1) demonstrates that within 
the n2 -dimensional continuum of nXn unitary matrices 
there are, in general, {2n -I)-dimensional subsets of 
physically equivalent unitary matrices. Furthermore, 
interpreting the matrix U alternately as an array of 
normalized column and row vectors, it is clear that 
there are only (n _1)2 independent moduli of the matrix 
elements. But, since {n _1)2 + (2n -1) ==n2, the indepen­
dent moduli would seem to complement the physically 
redundant diagonal factors in providing a parametriza­
tion of the entire group U(n). There is, in fact, a recent 
conjecture l that the set of independent moduli of matrix 
elements completely speCifies the physically distinct 
subset {U'} generated in Eq. (1) when Dl and D2 run the 
entire gamut of diagonal unitary matrices. 2 

The theoretical significance of the conjecture is con­
nected with this fact: The absolute value of any matrix 
element may be measured by ascertaining the transition 
probability from a single basis state in the initial basis 
to one in the final basis. In general, this may easily be 
made operational, since the experimenter must be 
capable of preparing and detecting systems in their basis 
states in order to define those states. The determination 
of the phase of a matrix element, however, requires the 
formation of a linear superposition of at least two basiS 
states. Moreover, the disproof of the conj ecture allows 
the situation that all the moduli of a transformation 
matrix may be measured, without removing all ambigu­
ity in the matrix. This might introduce a new class of 
ambiguities in the experimental determination of scatter­
ing matrices, for example. 3 

After some technical preliminary discussion, we will 
proceed to prove the conjecture in two and three dimen­
sions, and to demonstrate its failure in four (and 
hence in all higher) dimensions. The disproof proceeds 
by displaying a large class of counterexamples. 
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TECHNICAL PRELIMINARIES 

Let us agree to use a "standard representative" of 
the double coset U' defined by Eq. (1). The previously 
mentioned constant unimodular matrix may be chosen to 
render the first entry of D2 equal to 1. The phases of Dl 
and D2 may then be chosen so that the first row and 
first column of U' are made to be real and positive. For 
each U, there will be a corresponding standard repre­
sentative U', 

(

XP(-icf» 0 0 00 0 ) 
~ exp(-icf>2)o.o 0 

U' ==. : 
o 0 

O· •• exp{- icf>n) 

(~ exp~-i82)::: ~ ) 
XU: , 

~... exp(-i8
n

) 

where cf>l> cf>2' •• cf>n are the phases of the first column of 
U and 82 ,83 " • 8n are the phases of the 2nd through nth 
elements of the first row of U. We will call such a 
standard U' a "real-bordered" unitary matrix. 4 

In terms of the real-bordered matrix just introduced, 
the conjecture reduces to the follOwing: that the n2 

moduli of the real-bordered matrix specifies the matrix 
completely. Thus, a counterexample is provided by 
finding any two real-bordered unitary matrices whose 
moduli are equal (position for position), but whose 
phases differ. Now it is clear that any real-bordered 
matrix with complex entries will provide a counter­
example to the conjecture, for the operation of complex 
conjugation would convert such a matrix to a different 
one, which nevertheless had equal moduli. But these 
two matrices must represent physically equivalent 
situations for it is precisely the complex conjugation 
which is necessary in quantum theory to implement the 
symmetry of time reversal. s Again, if the real-bordered 
matrix has two rows (or columns) whose corresponding 
entries have the same absolute value, then permutation 
of the rows' (or columns) will provide another form of 
discrete counterexample. But these two matrices would 
differ merely by a labeling of the states; moreover, we 
would like to search for a wider class of counterexam­
ples-one which demonstrates the impossibility of the 
parametrization hypothesized in the conjecture by ex­
hibiting a continuum of standard real-bordered unitary 
matrices, all having the same moduli. We therefore 
exclude from our search all isolated discrete 
counterexamples. 6 

Copyright © 1974 American Institute of Physics 1677 
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PROOF OF THE CONJECTURE IN TWO AND THREE 
DIMENSIONS 

For two-by-two matrices, the proof is trivial, since 

U == exp(iQ!I) exp t i * liz) exp (- ii(1~) exp (- i%(1.) (3) 

is a unique decomposition, and the y rotation is a real 
matrix. (Here the (1, are Pauli spin matrices, and I is 
the identity matrix.) Clearly this leads to a real­
bordered matrix determined by the factor exp[ - £(8/ 
2)(1), whose phases are completely specified by the 
moduli. 

For three-by-three matrices, the argument can be 
made on geometric grounds, as follows: 

~
Xl X2 Xs ~ 

U = Y2 AelO< Cel'Y is unitary only if 

Ys BelB DeiO 

X 1X 2 + Y ~e'O< + YsBe
iB 

=0 l 
XIXS+Y2Cei'Y+YsDeIO=0 • 

X 1Y2 +X~ela +XsCe''Y=O 

(4) 

Each of these equations is a triangle on the complex 
plane with specified lengths, and whose orientation is 
fixed by having one real leg. Each therefore has only two 
solutions. For example, the first of Eqs. (4) can be 
solved for Q! and f3 in two ways, as shown in Fig. 1. 

Thus Q! = Q!o and f3 = 1T + f30 or Q! = - Q!o and f3= 1T - f3o• 
These two solutions are related by complex conjugation. 
If the only degeneracy of solution were simultaneous 
complex conjugation of all phases, we would have the 
physically equivalent case discussed above. 

This is indeed true of the three Eqs. (4); furthermore, 
the presence of zeroes in the matrix does not alter this 
conclusion, so the conjecture is proven in three 
dimensions. 

THE COUNTEREXAMPLES 

In four dimensions, the following matrix provides a 
wide class of counterexamples to the conjectured 
theorem. For every positive definite a < 1, the matrix 

A B c.ff=7i cra 
D E F~ Fra 

U4(8) = 
G';1- a H';1- a ae l8 - ..; a(1 - a) el8 

Gra Hra - .; a(1 - a) el8 (1 - a) e19 

(5) 

will be a real-bordered unitary matrix as long as 

is a real-bordered unitary matrix (which implies all 
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Y3 B Y2 A 

)130 X1 X2 
~d.o 

and 

) Po 
X1X2 VrJ.o 

Y3B Y2A 

FIG. 1. The geome1ric solutions to Eq. (4). 

entries are real, F and H are negative). Notice that the 
family of U4 (8) , as 8 varies from 0 to 27T, is a continu­
ous infinity of matrices whose corresponding moduli are 
always equal, but whose phases are quite different. 
Note that the counterexamples arise when Us is pro­
jected into four dimensions in such a way that an ortho­
gonal dyadic may be added to it without altering any of 
the moduli. Clearly this procedure provides counterex­
amples in all higher dimensions as well. 

It is not known if this is the most general counter­
example possible in four dimensions. Since the 
presence of a zero in Us leaves it with only two indepen­
dent moduli, the real-bordered U4 has only four con­
tinuous parameters (i.e., the two of Us plus a and 8) 
instead of nine. Thus it would seem that a much larger 
class of counterexamples probably exists. It is likely, 
therefore, that the practical impossibility of operation­
alizing unrestricted superposition will lead to real-life 
examples of the phase indeterminacy adduced above. 7 

Finally, the answer to the eponymous question is yes, 
at least for transformation matrices. 

The author would like to thank Dr. J. Pietenpol for a 
helpful discussion which led to a particular counter­
example, and Mr. J. Dell for stimulating and helping a 
return to this work. SpeCial thanks are due to Professor 
R. Dashen for originally suggesting the problem. 

IR. F. Dashen, private communication. The conjecture is due 
to Dashen and Y. Aharonov. 

2A mathematician might more precisely state the conjecture: 
"that the double coset decomposition of the unitary group with 
respect to its diagonal subgroup is separated by the moduli of 
the matrix elements. " 

3See N.W. Dean and Ping Lee, Phys. Rev. D 5,2741'(1972) 
and references therein. The current investigation may also 
bear upon the work of Moravcsik, Phys. Rev. D 5, 836 (1972) 
and its references. 
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4The special case where zeroes occur in the first row or 
column allows further specification of the "standard represen­
tative, "but this is an inessential complication which in no way 
affects the general conclusions of this paper. 

5See , for example, E. P. Wigner, Group Theory (Academic, 
New York, 1959), Chap. 26. 

6We would restate the quotation in footnote 2 above: "that the 
double coset decomposition of the unitary group with respect to 
its diagonal subgroup is separated (up to discrete isomor­
phisms induced by either complex conjugation or by permuta­
tions) by the moduli of the matrix elements." 

7An interesting example of the practical limitations on super-
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position occurs in the case of isotopic spin. It is clear that the 
physicist can prepare a state of, say one KO and one proton. 
Through approximate conservation of isotopic spin he might 
produce, in the same system, the state of total isospin 1, 
with charge 1 (1= 1, Ie = 0). But it is difficult to conceive of a 
controllable method of producing or detecting most of the 
linear combinations of states in a lKaon-lNucleon system. 
Since the transformation matrices (in isospin space) are in­
deed four-dimensional in this case, the discussion above may 
be directly applicable. A similar remark may be made with 
respect to the '/rN system, where the role of isotopic spin 
states might be played by the t. quartet. 
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We apply the results of a previous paper by Screaton and Truman to the truncated vacuum 
expectation values in Wightman field theory and, using spectrality, translational invariance, and 
Lorentz invariance, we derive the best bounds for the truncated vacuum expectation values at the 
real Jost points. In a local field theory these bounds include as a special case Araki's result on the 
exponential decrease of the truncated vacuum expectation value for large spacelike separations and 
the cluster decomposition property. The bounds also establish a connection between the small 
distance and high energy behaviors of the theory. In addition we evaluate the bounds in a nonlocal 
field theory and discuss some of their ramifications. 

1. INTRODUCTION 

In a previous paperl Screaton and Truman derived 
general holomorphy properties and bounds for the 
Fourier transforms of distributions with restricted sup­
port. In the context of a Wightman field theory, using 
spectrality, Lorentz invariance, and translation in­
variance, we here apply these bounds to the truncated 
vacuum expectation values of the products of a scalar 
field cpo 

After Haag'! the truncated vacuum expectation values, 
W T

, are inductively defined by 

W(xo,···, xn) 

= L; WT(X'I.l> X'1'2' .•. , X'l' r l ) WT(X'2.1' ••• ,X'2' r2) ••• 

(1) 

where W(xo, ••• ,xn) is the vacuum expectation value of 
the product of field operators (Wightman3 function): 

W(xo," .,xn)=(Olcp(xo)··· cp(Xn) I 0), WES', (2) 

10) is the vacuum state and the sum on the right-hand 
side of (1) runs over all partitions of 0, 1, ... ,n and in 
each subset lk' 1, ... , lk' rk indices are taken in natural 
order. 

In a translation invariant theory there is a unitary 
representation T(a) of the translation group {a: a E R4}. 

T(a)=exp(iP· a)= J exp(ip· a)d€(p), T(a)cp(x)T(-a) 

= cp(x + a), 

T(a)IO)= 10), (3) 

where Pis the self-adjoint energy-momentum operator 
and e(p) is the corresponding spectral measure. It fol­
lows that the truncated vacuum expectation values are 
translation invariant and are distributions 
WT(~l' ~2' ••• , ~") E 5' in the difference variables 
~k=Xk-Xk-I' 

If also there is a lowest positive mass, m, particle so 
that the spectrum of P is {O}uv:n, where v+m 
= {p :p2;. m 2, Po> O}, then the inverse Fourier trans­
form of WT, WT(ql"'" q") E S', has support contained 
in V+m 0 n• 

The results of Screaton and Truman can easily be gen­
eralized to yield Theorem 1. 

Theorem 1: Let K be a closed subset of R4 and let 
Fourier transform be defined as in Footnote 4. K 
={n: q. n;. a(n) > - "", V q EK}, KcR\ where the dot 
denotes Minkowski scalar product, In 1= 1 and I I de­
notes Euclidean norm. If F(ql' •.• ,qn) E S' has support 
K0 n

, then the Fourier transfo~m of 'P, F(~l"'" ~") is 
holomorphic in the tube R4 n + iK 61! n. If further 

~j=Re~j+iIIm~jlnJ' j=1,2, ... ,n,nJER, 

(4) 

for some nonnegative integers rj and S j' j = 1, 2, ... ,n, 
and some constant C. 

If in the above theorem we identify K with V:, ,K with 
V+, and F with WT, we arrive at bounds for WT(~I"'" ~n) 
in the forward tube 

T, T={(~l"'" ~n) :Im~i E V+,i= 1,2, ... , n}. 

If in addition the theory is invariant under the proper 
orthochronous Lorentz group, L:, so that there is a 
unitary representation U(A), A E L!, with 

(5) 

then, by using the Bargmann-Hall-Wightman5 theorem, 
the bounds in the forward tube can be extended to the 
real JostB pOints 

J ={(~l"'" ~n): (L:>i~I)2 < 0, L:>'I = 1, Ai;' O}. 

By conSidering a certain Hermitian Lorentz trans­
formation we simplify the bounds above for WT( ~l' ... , ~n)' 
(~l"'" ~n)EJ. At an equal time Jost point (~l"'" ~n)' 
~~=O, i= 1, 2, ... , n, the simplified formula enables us 
to evaluate the bounds explicitly. In a local field theory, 
where cp(x) and cp(y) commute for spacelike (x-y), these 
bounds include, as a special case, Araki' s 7 result on 
the exponential decrease of the truncated vacuum ex­
pectation values for large spacelike separations. This 
leads to the usual cluster decomposition property8 in a 
local field theory, equivalent to the statistical indepen­
dence of widely separated experiments. In a local field 
theory our results also give a relationship between the 
small distance and high energy behaviors of the theory­
the small distance behavior of the vacuum expectation 
value in r IJ = I XI - xJ I is related to the polynomial growth 
of the inverse Fourier transform in the momentum vari-

1680 Journal of Mathematical Physics, Vol. 15, No. 10, October 1974 Copyright © 1974 American Institute of Physics 1680 



                                                                                                                                    

1681 A. Truman: Spectrality, cluster decomposition, and small distance properties 1681 

able conjugate to (Xj -Xj)' In a nonlocal field theory we 
obtain new bounds for the truncated vacuum expectation 
values. The new bounds lead to a restricted cluster de­
composition property and a similar small distance 
property. The new bounds may be a useful tool in ex­
tending Haag-Ruelle collision theory9 to nonlocal fields. 

2. THE SUPPORT PROPERTY OF THE TRUNCATED 
VACUUM EXPECTATION VALUE 

The truncated vacuum expectation values are defined 
recursively by Eq. (1). From translation invariance 

WT(xo"",xm)=WT(~l""'~m)' ~k=Xk-Xk-l' (6) 

In this section we establish the support property of 
WT(ql' ••. , q/-l)' the inverse Fourier transform of 
WT(~I""'~I-l)' SUppWT(ql, ..• ,qZ'I)CV+m01-l, where 

WT( ~l' ••• , ~Z.I) 

= J exp(i~l·ql + ••• +i~Z'I' qZ.I)WT(ql'···' qr'l)dql ••• dqZ.I' 

(7) 

V+ m = f q : q2:;. m2, qo> O}. We prove this result to be a 
direct consequence of the spectrum S of the energy­
momentum operator P being given by S ={O}u V. m. 

LetX(a) be a function such that suppxns={o}. We 
shall prove by induction on 1 that 

JX(a)WT(xo,''''Xk. l , xk+a, ... , xz.I+a)la=O, 

( 8) 
or 

J X(qk)exp(i~I' ql + ... + i~Z'l' qZ.l) 

X WT(ql' ••• , q z'l)dql ••• dq Z-l = O. (9) 

Since the above equation holds for all ~ it is equivalent 
to the support of WT(ql' ••• , qZ-I) being contained in 
v+m0 z. l • 

First of all when 1 = 2 we have that 

J X(a)WT(xo' Xl + a)d
4
a 

== J X(a)W(xO'Xl + a)~a - JX(a)W(XO)W(Xl + a)d
4
a, 

:. J X(a)WT(xo' Xl + a)~a 

(10) 

= (</>(Xo) J X(a)T(a)d
4
a </>(Xl)o - (</>(Xo)o (</>(Xl)oX(O). 

(11) 

However, since T(a) = exp(iP· a) = J exp(ip. a)dE(p), we 
have 

J X(a)T(a)d
4
a =X(P). 

Hence from the support property of X we arrive at 

J X(a)T(a)~a =X(O) 10)(0 I, 

(12) 

(13) 

where 10)(0 I is the projection onto the vacuum. Hence, 

J X(a)WT(xo, Xl + a)d
4
a == O. (14) 

To establish the result inductively, we observe that 

J X(a)W(xo> ••• , Xk.l ' xk + a, ••• , xm + a)la 

== (</>(Xo) </>(xl) ••• </>(Xk. l ) J T(a)X(a)d
4
a</>(xk) ••• </>(xm)o 

==X(O)W(xo, ••• , xk-1)W(xk, •.. , xm). (15) 
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We now assume Eq. (8) holds for 1 < m + 1. Substitute 
from (1) for the lhs of (15). By the inductive assumption, 
apart from f X(a)WT(xo, ••• , xk + a, .•• , xm + a)d4a, any 
term from the rhs of (1) which includes WT evaluated at 
arguments involving x's from both (xo, •.• , xk-1) and 
(xk, .•• , xm) is zero. For instance, if {xa ' .•• , xa } 

1 1 r 
U {XCI' .•• , Xcs} = {Xo, •.• , Xk-I} and {Xbl , .•. , xbt ( 

U{Xd"""xd)={Xk"",Xm}, m+l=r+s+t+u, 
al a2 .• ar etc. in natural order, 

J = J X(a)WT(xal , ... , xar' Xbl + a, ..• , x bt + a) 

x WT(X CI'" ., xCs ' Xdl + a, .. . , x d" + a)d4a, (16) 

:. J = J X(a)WT( ~~, .•• , ~~ + a, •.. , ~~+t-l) 

where ~'I =X - xa etc., aa I 

:. J = J X(p' T + P~+t+S'I)WT(P'l' •.. , P~, ..• , P~+t,,) 

X WT(P~+t, •.. ,P~+t+s-l' •. . , P'm-t) 

x exp (i !) ~" P' )dP' . 
j=1 j j 

(17) 

(18) 

Since P~E v+m, P~+t+S'1 E V+m=* (P~+ P~+t+S") E ~m by in­
ductive hypothesis r = O. Hence the only terms giving a 
nonvanishing contribution to the Ihs of (15) are 

J X(a)WT(xo, ••. , x k + a, ... , xm + a)d4a + X(O) 

(19) 

where part' indicates a summation over all subpartitions 
of the partition (0,1, ... , k - 1)(k, •. . , m). However, ac­
cording to Eq. (1), this last term can be written as 
X(O)W(xo, ••• , X IH)W(Xk, ••. , xm) and 

J X(a)WT(xo, .•• , x k + a, .•. , xm + a)~a= O. (20) 

The result is true by induction. 

3. BOUNDS FROM SPECTRALITY 

We have seen from spectrality that WT( E S'), the in­
verse Fourier transform of the truncated vacuum ex­
pectation value, is such that supp WT(ql' ..• , qn) C v:'0n. 
From Theorem 1 we can deduce that WT(~i, . .. , ~~) is 
holomorphic in the forward tube T, T={(~~, .•. , ~~): Im~'i 
EV+,i=I,2, ..• ,n}. Moreover, for(~~, ... ,~~)E T, 

IWT(~~, ... ,~~)I<cn (1+ IIm~,I'Sj)(I+ I~jlrl) 
1=1 

Xexp[- IIm~i I a(n l)], (21) 

where ~J=Re(~J)+iIm(~J)' Im~J== IIm~JlnJ' InJI =1,j 
== 1, 2, ... , n, (I I denotes Euclidean norm) and a(nj ) is 
such that supp WT(ql1 .•. , q n) C {(ql> ••• , qn): qj' nj :;. a(nj ), j 
==1,2, •.. ,n}. 

Since supp WT(ql"'" qn)c {(ql"'" qnhf; :;.m2, q~> 0, 
i = 1, 2, ... , n} and the equation of the tangent plane to 
q2=m2 at Q (Q2=m2) is q. Q=m2, we have a(Q/IQ I) 
= m 2 / I Q I. Putting Q / I Q I = Im~';/ I Im~'1 I and using Q2 
=m 2 gives IImf11 a(n j ) =m(Im~'1 . Im~I)1/2. Hence, for 
(~'""" ~~)E T, 
IWTm, ... ,~~)I<cn (1+ IIm~'II'sl)(l+ 1~,lrl 

1·1 

(22) 
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Thus, for m > 0, W T is exponentially decreasing in the 
forward tube T. 

The truncated vacuum expectation values are also 
Lorentz invariant: 

(23) 

The Bargmann-Hall-Wightman theorem implies that 
WT(~l"'" ~n) is holomorphic in the extended tube 1', T' 
=UA(AT), where the union is taken over A EL.(C), 
the identity component of the complex Lorentz group. 
The value of WT(~l' ••. , ~n) at points of T' is given by 

AE L.(C), (24) 

where (~;, ... , ~~)=(A~l"'" A~n)E T. In particular 
WT(~l' ••. , ~n) is holomorphic at the real Jost points 
J = {(~l" .. , ~n): Q; Ai~j)2 < 0, L;Aj = 1, Aj ? O}. For 
(~l' ... , ~n) EJ, 

IWT(~l'''''~n)l<c inf n (1+ IIm~'jl-Sj)(l+ 1~'jITj) 
leI 

X exp[ - m(Im~i' Im~~)1/2], (25) 

where the infimum is taken over (~~, ... , ~~) 
= (A~l> ... ,A~n) E To A E L.(C). 

From Eq. (25) we see that, for large ~ EJ, 
WT(~l>"" ~n) is essentially bounded by exp[- md(~)], 
where d(~) is given by 

n 

d(~)=sup 6 (ImA~I'ImA~I)1/2, 
1=1 

(26) 

the supremum being taken over A E L.(C), ImA~1 E V+, 
i= 1, 2, ... , n. We call d(~) the diameter of the Jost 
point. [Araki derived the same exponential bound in­
dependently when evaluating WT(A~l' ••. ,A~n) at the equal 
time dilated Jost pOint (A~l' ... ,A~n)' ] 

From equation (25) we also see that, for small ~ E J, 
WT(~l' ., ., ~n) is essentially bounded by 

c(O=n (1+(ImA~/'ImA~/rsI12), AEL.(C), 
1=1 

In the next section by considering a certain Hermitian 
Lorentz transformation we find a simplified formula for 
d(~) and the above bound. In a local field theory this 
leads to bounds for the behavior of WT(xo' ••• ,xn) for 
both large and small separations. For large separations 
we rediscover Araki's result-the exponential decrease 
of the truncated vacuum expectation value, while for 
small separations we see the value of the truncated 
vacuum expectation value is determined by the high 
energy behavior of the theory. In nonlocal field theories 
our results lead to new bounds for the truncated vacuum 
expectation values. 

4. EVALUATION OF THE BOUND 

Lemma 1: When AEL.(C), the identity component of 
the complex Lorentz group, the Hermitian matrix 
H = A tGA is a Lorentz transformation with eigenvalues 
+ 1, - 1, k and k-I, k < O. (G is the matrix of the 
Minkowski inner product. ) To see that H is a Lorentz 
transformation, we write 

(28) 
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where we have used ATGA = G, or A-I = GA TG, so that 
X-l=GA tC. 

Since A E L.(C), detH =det(AtGA) = -1. We now con­
sider the eigenvalue equation det (H - A)=O. Because H 
is Hermitian, this equation will have real roots A. Two 
of these roots are A = ± 1. This follows from (28) and 
det H = - 1. For we have 

det(H + 1) = det(H + G2
) = det(H + GHTGH) 

= det(l + GHTG)detH = - det(l + HT) 

= - det(l + H). (29) 

:.det(H+1)=0. (30) 

Similarly det(H -1)=0. 

As H is Hermitian, detH = - 1, the eigenvalues of H 
must be + 1, - 1, k and k-l , where k is real, k '" O. In 
fact, k < 0, as we now show. Consider tr(H)=tr(A tGA) 
= k + k-l . For real k, k '" 0, tr(H)? 2 or tr(H) ~ - 2, ac­
cording as k > 0 or k < 0, respectively. Also, tr(H) 
=tr(A tGA) is a continuous function of A E L+(C). How­
ever, L+(C) is connected and, when A= 1 EL+(C), tr(H) 
= - 2, therefore, tr(H) ~ - 2, A E L+(C). Hence, k < O. 

Lemma 2: When A EL.(C), :3 lightlike vectors l. and 
l_ (depending only on A) with l~ E a V,., , l.· l_ = - 2, such 
that for all real 4-vectors ~ with ImA~ E V~ 

ImA~· ImA~ ~ (~. l'>(~. lJ. (31) 

Elementary computation yields 

ImA~· ImA~=t(eH~ - e). (32) 

Two cases arise: k, k-l distinct and k = k-l = - 1. 

Case 1: k, k-l distinct: In this case all the eigenvalues 
of H are distinct. The spectral resolution of H then gives 

a 
1= 6 X xt o m m' 

3 

H=6 AmXmX~, 
o 

where xm' m = 0,1,2,3 are the eigenvectors of H: 

(33) 

(34) 

HXm = AmXm' m=0,1,2,3, (35) 

Ao=l, Al =-l, A2=k, Aa=k-l , with 

x!.xn=omn' m,n=0,1,2,3. (36) 

As H is a Hermitian Lorentz transformation, 

II =HT = GWIG. (37) 

It follows that we can choose xm so that, in addition, 

For instance, 

Hxo = xo~ Hxo = xo=+ GH-lGxO = xo=+ H( Gxo) = Gxo' (39) 

and similarly H( GxJ = - Gxl , H( Cx2 ) = k-lGx2 • (38) fol­
lows by suitably adjusting the phases of xm • When we 
take (36) in conjunction with (38), we arrive at 

~=-~=-x2·xa=1, 

~=~=xo' Xl =xo, x2 =XO' xa =xl ' x2 =xl ' xa =0. 
(40) 
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From (33) and (38) 

~ = (~. xo)xo - (~. Xl)Xl - (~. X3)X2 - (~. X2)X3, 

:.~2= (~. XO)2 - (~. Xl )2 - 2(~. X2)(~' x3). 

Similarly from (34) and (38) with k= - a2 (real a> 0) 

~ TH ~ = 1 ~ • Xo 12 - 1 ~ . xl l2 - a21 ~. x212 - a-21 ~ . x312. 

(41) 

( 42) 

( 43) 

We now write Xm = r," + ijm, where r m and jm are real, 
m=O, 1,2,3. Using Eqs. (32), (42) and (43), we finally 
arrive at 

ImA~' ImA~ = (~. jO)2 - (~. j/)2 - ~[a(~. r 3) - a-l(~. r 2)]2 

- Ha(~. j3) + a-\~. j2)]2. (44) 

The vectors (r2 + ij2) and (r3 + ijs) are lightlike, 
ri-j22=0, r 2'j2=0, etc. Hence, ifr2 ,j2*0, the pair 
of vectors r2 , j2 must be spacelike. Choose the Lorentz 
frame in which r 2 = (0,0, r 2, 0), j2 = (0, 0, 0, j2)' As 
(rs + ij3) = - G(r2 - ij2)' r3 = (0,0, r 2, 0), j3 = (0, 0, 0, - j2)' 
Then, since (ro+ijo)=G(ro-ijo), ro is pure timelike and 
ofnecessityjo·r2=jo·j2=jo·ro=0. Hence, in this 
Lorentz frame Xo = (ro' ijo, 0, 0). Similarly in this Lorentz 
frame Xl = (ijl' r l , 0, 0). In addition Xo' Xl = 0, so that 
r ojl=jor 1 • However, ~=-~=1; therefore, jO=±jl' 
J~ "" 1. Finally then, referring back to (44), for ImA~ E V., 

ImA~· ImA~ ",,(~. jO)2 - (~. jl)2 =j~(~~ - ~~) "" ~~ - ~~. 

Hence, 

ImA~' ImA~ ",,(~ .IJ(~ .1.), 

where in our Lorentz frame 1+=(1,1,0,0),1_ 
=(-I,I,0,0),1 •• I_=-2,I.EoV •• 

(45) 

The above argument is only valid when r 2, j2*0. When 
j2=0, say, we have j3=0 and r 2

2=r3
2=0. Since ro and 

jl are pure timelike and roo r 2 =jl' r 2=0, we must have 
rO=jl =0. Hence, choosing a Lorentz frame in which the 
space-like jo and r 1 are given by jo = (0, 0, 1,0) and r l 

= (0,0,0, 1) and satisfying r 2• r3 = - 1, r 2 = - Gr3, one 
possibility is r 2 =2-l/2(+ 1, ±1,0,0) and r3 
= 2-l/2( _ 1, ± 1, 0, 0). Thus, we see that 

1. = jo ± 2-l/2(ar2 - a- l r 3) = (± (a + a-1)/2, 

± (a - a-l )/2, 1,0) E W. (46) 

and 1. ·1_ = - 2. Moreover, from Eq. (44) 

ImA~' ImA~ = (~. 1J(~' U "" (~. 1'>(~. U. (47) 

The only remaining possibility r 2 = 2-112 (- 1, ± 1,0,0), 
r s=2-l/2 (1, ±1,0,0) can be dealt with similarly. 

The case r2 = ° can also be handled as above. 

Case 2: k=k-l =_I: As xo=Gxo, we can choose a 
Lorentz frame in which xo=(ro,ijo'O, 0). We now choose 
the three vectors Xl' X2, and X3 to span the orthogonal 
complement of {xo}. We put Xl = (ijo, r o' 0, 0), x2 

=(0,0,1,0), x3=(0,0,0,1). Thenxm·xn=Gmn, r~+j~=I, 
and Xo = Gxo, Xl = - Gxl , x2 = Gx3. Arguing as in Case 1, 
we find 

ImA~' ImA~ = (~ • jO)2 - (~. jl)2 = ~~ - ~~. (48) 

The result follows. 
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We can now prove the following theorems. 

Theorem 2: A necessary and sufficient condition for 
(~l' ~2' ... , ~n) to be a Jost point is that :31. E o V., 1 •• 1_ 
=-2, such that ~i·I.>O, ~i·I_>O, i=I,2, ... ,n. 

The condition is necessary for if (~1' ... , ~n) is a Jost 
point :3 A E L.(C) with ImA~j E V., i = 1,2, ... ,n. How-
ever, V. is convex; from Lemma 2 then :31. E oV., 1.'1_ 
= - 2, such that 

O<ImA~' ImA~ ""(~.I.)(~·lJ, (49) 

"~EH(~l"'" ~n)' where H(~1"'" ~n) is the convex 
hull of (~l"'" ~n)' Hence, (~·lJ and (~.1.) are nonzero 
and have the same sign" ~ EH(~l"'" ~n)' Thus, either 
~i·1+>0, ~i·l_>O, i=I,2, ... ,n, or~/·1.<0, ~i·I_<O, 
i= 1, 2, ... , n. In the first case there is nothing further 
to prove and in the second case -1_ and -1. can be 
taken as I. and 1., respectively. 

To see the condition is sufficient, choose the Lorentz 
frame in which 1.=(1,1,0,0), 1_=(-1,1,0,0). Then 
~o - ~l > 0, ~o + ~1 < 0. Consider the complex Lorentz 
transformation A: (~o, ~11 ~2' ~3) - (- i~l' i~o' ~2' ~3)' Then 
A E L.(C) and ImA~1 = (- ~~, ~~, 0, 0) E V., i = 1, 2, ... , n. 
Hence, (~l"'" ~n) is a Jost point, proving sufficiency. 

[Note that ImM i ' ImA~j = (~j' 1.) (~j . U. ] 
It is not difficult to prove that the above condition for 

(~l' ... , ~n) to be a Jost point is equivalent to the usual 
condition: 

(6Ai~i)2<0, Aj~O, 6Aj=1. 

Theorem 3: Here we show that if 
n 

d 'W = sup 6 [(~i' 1.)(~j' 1.)]1/2, (50) 
I-I 

where the supremum is taken over 1, E o V,, 1.,1_= - 2, 
with ~i' I. > 0, i= 1, 2, ... , n, then 

d'W=d(~). (51) 

Theorem 1 ensures d'(~»O. From Lemma 2 evident­
ly dW""d'W. 

Also, from the second part of Theorem 2, for all 
1.EoV" 1.·l_=-2, ~j·l.>O, i=I,2, ... ,n, :3AEL.(C) 
with ImA~i E V., ImA~/' ImA~i =(~i' l.)(~i· l.), 
i=I,2, ... ,n. Therefore, d'(~)""d(O. Hence, as 
asserted, d'W=d(~). 

Evidently it is important to identify which points 
1. E 0 V. give rise to the supremum. A partial answer to 
this question is provided by the next theorem. 

Theorem 4: If the Jost point (~l' ... , ~n) lies in the 
hyperplane ~o = ° so that ~i = (0, ~/)' i = 1, 2, ... , n, and 
~ = L: ~=l ~i' then 

dW=sup(m. ~), 

where the supremum is taken over m EM, 
M'={m:m'~i>O, i=I,2, ... ,n; m2=1}. 

(52) 

First of all we remove the artificial restriction 1 •. l_ 
=-2inthedefinitionofd'(~). Wewritel.=pm., 1 
= am_, p, a> 0. Then pa= - 2/(m.' mJ. Hence, 

d(~)=sup t (_ 2(~i·m'>(~i·mJ)1/2, 
.=1 m.· 1'n_ 

(53) 
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where the supremum is taken over m. EO av., m.· m_ < 0, 
with m • . ~j > 0, i = 1, 2, ... ,n. We can now normalize m. 
and m_ so that m.=(1, m.), m_=(-1, mJ. Writing 
~i=(O,U, then 

dW=sup t (2(~i.m.)(~I' m_))1/2. (54) 
i=1 1 + m.· m_ 

Introducing the unit vector m 
= - 2-1/2( 1 + m.· mJ-1/2(m. + mJ and the vector 
n= 2-1/2(1 + m.· mJ"I/2(m. - mJ, we have 

n 

dW= sup ~ [(~i' m)2 - (~i' n)2)1/2, (55) 

m'~i>O, i=1, ... ,n, m2=1. Hence, puttingn=O, we 
have 

d( ~)= sup(m. E), 

where the supremum is taken over m EM, 
M={m:m'~i>O, i=1, ... ,n;m2 =1}. 

We call the direction of m giving rise to the above 
supremum the Jost point diameter. 

5. SOME RESULTS IN A LOCAL FIELD THEORY 

(56) 

We first show how Araki's very elegant result can be 
derived as a special case of Theorem 4. The reasoning 
is similar in the first part to that used by Araki. 

Araki's result 

If the point (P-1xo, p-lXp ••• ,P-1xn) satisfies (P-1x j )O 

= (P-1
X i• 1 )O, i = 0, 1, ... ,n - 1, the p-1x j can be permuted 

so that (~1' ~2"'" ~n)' ~i =xi -xi-! is a Jost point and 

d(O=sup lXi-xii =R. (57) 
I.J 

R is called the diameter of the set of points {xo' ... , xn}. 

Let R == IP-1X k - P-1x/l. Put X o = P-1
X k and xn= P-1

X / • 

Choose the 1 axis parallel to (xn - xc) and the 2 and 3 
axes any two perpendicular axes at right angles to 
(xn - xc), We now permute the P-1X i so that 

(x i )l> (X /-1)1, 

or (XI)l=(xl_Y, (XI)2> (Xi_1)2, (58) 

or (XI)I=(x l _1)\ (XI)2==(Xi_I)2, (XI)3> (X/-l)3. 

Clearly the vector 1 = (1,0,0) is such that 1· ~i ~ 0, i 
== 1,2, ... ,n. As the function ~i' m is a continuous func­
tion of m, for sufficiently small E, €' > 0, the vector m 
=((1_e2_e ,2)1/2,e,e') satisfies ~i·m>O, ~i=Xi-Xi-l' 
and (~""" ~n) is, therefore, a Jost point. Moreover, 

(59) 

From Theorem 4 then d(~)==R, establishing the result. 

Cluster decomposition property 

In a local field theory we can now deduce a general 
bound for WT(xo,' .. , x n), xg=x~= ... ==x~. Referring 
back to Eq. (25) and permuting the x's by locality, we 
see that if xg == x~ = ... = x~ and Xi * xJ' i * j, then 

I WT(xo, ... ,xn) I < C( 9)P(R) exp( - mR), (60) 

where R is the diameter of the set of points {Xc, ..• , xn}, 
P is a fixed polynomial and C( 9) can be regarded as a 
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constant depending upon the angles between (xJ - x k ) and 
the diameter of {xo,' •• , xn} for large separations. 

We then have, Xi *XJ' 

exp(m'R)WT(xo, ... ,Xn) - 0, (61) 

as R - 00, for all m' < m. It is now a Simple matter to 
use Eq. (1) to derive the cluster decomposition 
property, for all m' < m: 

exp(m1 lal){W(xo,'" ,xk-l,xk +a, ..• ,xn+a) 

- W(xo,' •• , xk-l)W(x k"", xn)}- 0, (62) 

as la I - 00, a = (0, a). This establishes the statistical 
independence of widely separated experiments. 

Small distance behavior 

First of all, if the pOint (Xo, Xl' ... ,Xn) satisfies (Xi)O 
= (Xi.I)O, i =0,1, ... , n - 1, and infi,J Ix l - xJ 1= Ixk - xII, 
then we can permute the XI so that (Pxo, Pxl , ... ,Pxn) is 
a Jost point (P~l>" ., P~n)' P~I =Px i - PXi_1, and, for 
some integer t, P~t = x k - XI' To see this we merely 
choose the 3 axis parallel to (xk - XI)' two perpendicular 
axes at right angles to (Xk - XI) for the 1 and 2 axes and 
permute the x's as explained above. 

Consider WT(XO' ••• ,xn) as I xk - XI I - O. From above, 
for sufficiently small IXk - xII, WT(xo,"" xn) 
= WT(P~" ... ,P~n)' The behavior of WT(P~l' ... ,P~n) as 
P~t- 0, is determined by the function C(9)==C(~), where 

CW= n [1+(~i'mtSjl, (63) 
i=l 

m being the direction of the Jost point diameter. 
for sufficiently small r = I x k - XI I, 

Hence, 

I
T I -S W (Xo, ••• , X n) <M(1 + r t), 

where M is a constant and St a positive integer. 

It is not difficult to check that the integer S t is es­
sentially the degree of the polynomial growth of 

(64) 

WT(ql' ••. ,qn) in the momentum variable qt conjugate to 
P~i'lO The high energy behavior of the theory thus deter­
mines the small distance properties of the theory. This 
small distance property still obtains as m - O. The 
result is, therefore, also true for the vacuum expecta­
tion value of the product of field operators. 

6. SOME RESULTS IN A NON LOCAL FIELD THEORY 

The bound at an equal-time Jost point 

When the Jost point (~l"'" ~n) lies in the hyperplane 
~o=O, sothat~I=(O'~i)' i=1, ... ,n, E==~j'=I~P then 

(65) 

where do= lEI, ~j' E~O, i=1, ... ,n; dk = IE" ~kll 
I~kl, ~k' E<O, (~k/\ ~j)' (~k/\ E)~O, i=1, ..• ,n; and 

dim = E· (~I ,t\~m)/ I ~/!\ ~m I, where (~J\ ~m)' (E;\ ~m) < 0,1\ 
(~ml\ ~/)' (E I\~/) < 0 (at least one of ~/' E, ~m' E is 
negative) and ~j' (~/I\ ~m) ~ 0, i == 1, ... , n. 

To establish the above result, referring to Theorem 
4, one simply uses Lagrange multipliers to find the 
extrema of f(m) = m· E, m EO M, where M 
={m:m2 =1, m'~j>O, i=1, ... ,n}. The values do, dk 

and dim refer to the possibilities that the extrema occur 
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at an interior point of M, on the boundary of M and at a 
corner of the boundary of M. The requirement that 
these extrema are suprema give rise to the subsidiary 
conditions. 

The functions do, dk , and d'm are the following Lorentz 
invariants: 

=0, 

L2 L· ~, L· ~m 

+ L· ~, ~~ ~" ~m =0. (66) 

In a nonlocal field theory with a lowest positive mass 
m particle, for a given Jost point configuration 
(~l""'~n), ~~=O, i=1, ... ,n, using the above, we can 
find the corresponding d(~) explicitly. We then have 

! WT(~I' ••• , ~n)! < C(OP(~) exp[ - m d(~)], (67) 

where P(~) is a polynomial in the Lorentz invariants 
(~i' ~j) and em is given by (63). It is not difficult to 
show that this bound implies a small distance property 
similar to that in a local field theory and a restricted 
cluster decomposition property. 

The above bound for the truncated vacuum expectation 
value at an equal-time Jost point can also be derived for 
nonzero spin fields. It is an attractive proposition that 
it may be possible to extend this bound in some way to 
enable us to define a Haag-Ruelle collision theory for 
nonlocal fields. This is desirable as nonlocal field 
theories seem likely for higher spin particles. 

Thecasen <3 
When n < 3, there always exists a Lorentz frame in 

which (~l"'" ~n) lies in the hyperplane ~o=O.l1 Hence 
in a nonlocal field theory with a lowest positive mass 
particle the above gives us a bound for WT(xo' ..• ,xn), 

n < 3, at the Jost pOint configurations (xo' ..• ,xn). 
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As an application of this result consider the value of 
the vacuum expectation value of the commutator 
[cp(Xo), cp(xI)] in a nonlocal field theory. Classically the 
mass spectrum condition implies that no signal can 
propagate with a speed greater than the speed of light. 
In quantum field theory this last condition is thought to 
correspond to the vanishing of the commutator 
[cp(xo), cp(xI )] for space like (xo - Xl)' Since, when n 
= 1, (Xl - xo) is a Jost point whenever (Xl - XO)2 = - p2 < 0 
and from above d(~) = p, it is easy to see that the mass 
spectrum condition in a nonlocal field theory implies, 
for (Xl - XO)2 = - p2 < 0, 

!([cp(xo), cp(xI)])o! < P(p) exp(-mp), (68) 

where P is a fixed polynomial. This appears to be the 
analog of the classical result. 

It is worthwhile observing that this last bound can be 
used instead of locality in defining asymptotic states in 
two nonlocal fields. 
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A simple theorem on projective spaces generalizes the concept of the Riemann sphere. This leads us 
to a generalized interpretation of the ray space associated with a finite-dimensional Hilbert space. An 
application is given about the way the rotation group acts on states of given spin j. 

The set of pure states associated with the Hilbert 
space JC2 of dimension two is known to be isomorphic 
to the ordinary real sphere ff. That is the case of the 
sphere of spin t states or the Poincare-Stokes sphere 
of polarization states of a photon of given energy­
momentum. From the mathematical point of view, such 
a sphere is known as the Riemann sphere, isomorphic 
to ct2

, the projective space in 0: 2
, i. e., a compactified 

form of the complex line a:. 
We first intend to generalize the concept of the Rie­

mann sphere. For this purpose, let us denote by an the 
projective space associated with <J:". If (a H a2' .. A' , an) 
denotes an element of a:n, the projective space a:n is the 
set of classes of equivalent elements, the equivalence 
relation being defined by 

(al)a 2 , ••• ,an) -(bu b2 ,.·· ,bn)-~E a:-{O}, ai=~bi' 

Now, let Kn be the set of all nonzero homogeneous 
polynomials of degree n in two complex variables. Let 
us define on Kn the following equivalence relation 

p,P'EKn, P-P'-~Ea:-{O}, p=~p', 

and let us denote by Kn the set of equivalence classes. 
It can be easily proved that there exists a bijection of 
Kn _1 onto ctn • Indeed, we can associate with each element 
(a U a2 , ••• ,an) of a:n the polynomial aIxn-1 +a2Xn-2y + ... 
+an_Ixyn-2 +anyn-1 of K n- I. It is also clear that the equiv­
alence relation preserves the one -to-one 
correspondence. 

Due to the fundamental theorem on roots of a poly­
nomial, any element of Kn can be factorized in a product 
of n elements of K I • This decomposition is not unique 
since (i) we can multiply simultaneously two factors by 
a and l/a, respectively, (ii) the order of factors is 
arbitrary. Nevertheless, the factorization of an element 
of K into elements of KI is unique up to a permutation. 
The;efore, K is isomorphic to the symmetrized pro­
duct (KI XK I x" . . , XKI)/S(n), where S(n) denotes the per­
mutation group of n elements. Remembering that K I is 
in one-to-one correspondence with S2, we then have the 
following theorem: 

Theorem: The projective space en can be identified 
with the set of all sets of n -1 pOintsl on the real sphere 
S2. 

From the physical point of view, it readily follows 
that a state (a ray) in the Hilbert space JCn of dimension 
n can be considered as a set of (n -1) points on S 2. As 
an example, a state of spin j is represented by 2j points 
on S2. In the special case of spin states, one of the ad­
vantages of such a geometrical description is to make 
evident the action of the rotation group on states: We 
only have to embed S2 in the ordinary three-dimensional 
Euclidean space. 

1686 J. Math. Phys., Vol. 15, No. 10, October 1974 

Let us first examine the case of spin t. Let I r) the 
state corresponding to the unit vector r (it is the eigen­
state of the component J. r with eigenvalue li/2). The 
scalar product (1' If') is, up to a phase factor, equal to 
t(1 + r· 1"). In particular I r) and 1- r) are two orthogo­
nal states (opposite on the sphere S2). The fact that any 
state is an eigenstate of some component of J is a con­
sequence of the transitive action of SO(3) on S2. (This 
property is no longer true for higher spin states. ) 
Obviously SO(2) is the stabilizer on a given state which 
proves that S 2 is isomorphic to the coset space 
80(3)/SO(2). 

Let us now look at spin 1 states. In the Ijm) notation, 
such a state is a linear combination of eigenstates 
111), 110), 11 -1) of Jz. The state 111) is known to be 
the symmetric tensor product of Itt) by itself. There­
fore, the state 111) will be represented in our geometry 
by two points at, say, North pole _ The state 11 0) is ob­
tained either as the symmetric tensor product of Itt) 
by It -t) (orthogonal states) or by applying the lowering 
operator r. Therefore, we have the description of the 
three eigenstates in Fig. 1. 

This can be easily generalized: The lowering operator 
J_ associated with the z direction (South-North direc­
tion) when applied to a state with points at North and 
South poles positions, puts down one point. 2 

Let us now make the rotation group acting on a spin 1 
state. Let us first consider the case of Fig. la. The 
stabilizer of the state 111) is SO(2). The corresponding 
orbit is SO(3)/SO(2). The same result is valid for the 
state 11 -1). (Obviously 111) and 11 -I) are on the 
same orbit. 3) In the case of Fig. 1b, the stabilizer is 
the two-sheeted group containing SO(2) as a subgroup 
and a rotation of angle 'ff around an equatorial axis. This 
group will be denoted by 0(2) to which it is isomorphic. 
Therefore, the orbit of 110) is SO(3)/0(2). Now the 
most general orbit will be three-dimensional. This can 
be shown in the following way. If we put two pOints on 
S2 in arbitrary positions, i. e., not on the same diame­
ter, there always exists a rotation of angle 'ff which maps 

o 
(a) o 
state 111) state /10) state /1 -1) 

FIG. 1. 
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the pOints one on the other. This rotation together with 
the identity transformation form the stability group 
C(2) of the state. Therefore, the most general orbit is 
isomorphic to SO(3)/C(2). Such orbits are parametrized 
by an angle (J such that 0 < (J < 11. A union of orbits with 
the same stabilizer is called a stratum. We have then 
proved that we have three strata on spin 1 states. They 
are 

(J = 0, a single orbit of dimension 2, isomorphic to 
SO(3)/SO(2), 

0< (J < 11, a continuous set of orbits of dimension 3, 
isomorphic to SO(3)/C(2), 

(J = 11, a single orbit of dimension 2, isomorphic to 
S0(3)/0(2). 

It is now interesting to look for a generalization of the 
above results for all spin j states. For this purpose, we 
found more convenient to look for those space represen­
tations which involve a given type of orbit. In other 
wordS, given a (closed) subgroup H of S0(3), how many 
pOints can be put on the sphere in such a way that this 
set of points has H as a stabilizer? 

Let us first consider the case of a stabilizer of type 
C(n), the cyclic subgroup of order n. Let A be the axis 
of rotations of angle 211/n which form the group C(n). 
We will call it the vertical axis. It is clear that the 
pOints representing a state which is invariant under C(n) 
are necessarily either on the axis A itself or at the 
vertices of some polygon having A as an axis and the 
order of which is a multiple of n. We want C(n) to be the 
stabilizer of the state, that is the maximal subgroup 
which leaves the state invariant. This implies that the 
state contains at least one polygon of order n since with­
out any polygon the stabilizer would contain SO(2) as a 
subgroup. Because the number of points on A is un­
limited a necessary and sufficient condition for C(n) to 
be the stabilizer of some state of spin j is 2j:::' n. 4 

Let us now examine the case of the dihedral groups 
D(n) as stabilizers. We denote by A the vertical axis of 
symmetry and by 0 the corresponding diameter. The 2j 
pOints must be either on 0 in even number and/or the 
vertices of a polygon the order of which is a multiple of 
n (n:::. 2). We must distinguish between the two following 
cases: 

(i) There are nonequatorial polygons. The number of 
them is necessarily even (at least two) due to the sym­
metry properties of D(n). The corresponding number of 
pOints is a multiple of 2n. Since the number of pOints in 
the equatorial plane is a multiple of n and the number of 
axial points is even, we get the condition 

2j=2na +nb +2c, 

where a:::' 1, b:::.O, c:::'O. 

(ii) There is no polygon except in the equatorial plane. 
In such a case, we get 

2j=nb +2c, 

with b :::.1, c:::' O. In fact, this result is not valid when n 
equals 2 because this is a situation where the symmetry 
is larger if c = 0, b =1 (no point on A) or if c = b = 1 
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(symmetry of the square) and when n= 4, b=c=l be­
cause the symmetry is the one of the octahedron. 

The results are the following: 

SO(3)/D(2) is present for integral values of j (except 
j=l), 

SO(3)/D(4) is present for integral values of j (except 
j = 1 and 3), 

SO(3)/D(n) with n* 2, 4 is present for 2j =n +nb + 2c 
(b and c nonnegative integers). 

The situation is much simpler with the polyhedron 
groups. It is for instance quite obviOUS that for the 
tetrahedron group T, 2j must be a multiple of four. This 
is due to the fact that the tetrahedron is the only poly­
hedron with T symmetry which can be inscribed in a 
sphere. 

For the octahedron group 0, the 2j pOints must be at 
the vertices of an octahedron and/or a cube. Therefore, 
SO(3)/0 occurs for all values of 2j satisfying 2j = 8a 
+ 6b > 0, where a and b are nonnegative integers. In the 
same way, the icosahedron group Y will provide orbits 
for 2j, 2j=20a +12b >0. 

We are now left with the trivial cases SO(2) and 0(2). 
It is quite obvious that SO(2) occurs in all cases (con­
sider states Ij j» and 0(2) occurs in integral representa­
tions (orbits of states IjO». Table I gives a resume of 
the above results. 

We have thus classified all orbits associated with 
closed subgroups of SO(3). The last line in Table I 
corresponds to the trivial case where points are put on 
a sphere without symmetry property. 

The same geometric properties could be used to find 
out the orbits of the group 0(3). Other applications will 
be derived elsewhere. 
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APPENDIX 

It is interesting to make explicit the relationship be­
tween the generalized Riemann sphere and spinor theory. 
This can be made in the following way. 

TABLE I. 

Stability group 

0(2) 
50(2) 
C(n) 
D(2) 
D(4) 
D(n) for n> 2 (except 4) 
T 
o 
y 
Unit element 

Type of representation Dij>O) 

j integer 
all 
2j :::'n 

j integer (except 1) 
j integer (except 1 and 3) 
2j=n +00 + 2b a 

j even 
j=4a+3b a 

j=10a+6b a 

j>l 

aa and b are nonnegative integral. 
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A. spin istates 

A stereographic projection from North pole maps S2 
on <1:. The pOint with spherical coordinates (e,qJ) is 
mapped on Z = cotg(e/2) exp(icp) E <1:. Corresponding spin­
ors are 

A = (cos( e /2) exp(i~/2) \~ (z ) 
l/J sin(e/2) exp(-zcp/2V 1 

(this notation obviously includes the possibility Z = 00 

corresponding to e = 0). 

Two states $ and $' are orthogonal if 

z'z+l=O, 

which means that the corresponding pOints (e, qJ) and 
(e', cp') are opposite on S2. 

The SO(3) action on S2 is described by the SU(2) action 
on <1:: 

Z...!L_abzZ++~ , where U= I_~ !I ESU(2). 

B. Spin j states 

States of spin j are known to be obtained as symmetric 
tensors on spinor space. Let us consider the symmetric 
tensor built on the spinors 
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More generally the component Tu .• '12' •• 2 with p indices 
1 is given by [(n-p)!p!/n!)1/ 2 S(Zi Zj "'Zlp)' where S 
is the symmetrizer. These equatiohs 

2 
provide us with 

the exact relationship between the Euclidean sphere S 2 

and homogeneous polynomials. 

lNot necessarily distinct. 
2It readily follows that the set of all lowering operators is 
identical to the set of all rising operators and is in one-to­
one correspondence with s2. 

3All states with magnetiC quantum number equal to one (resp. 
zero) in some direction are on a unique orbit. 

4Note that the case 2j= n corresponds to a nonequatorial n-gon. 



                                                                                                                                    

Free-particle-like formulation of Newtonian instantaneous 
action-at-a-distance electrodynamics 
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From the infinite order equations of motion of conventional electrodynamics, one can extract by 
order depression a subclass of second order equations of motion parametrized only by initial positions 
and velocities. This article presents, with a view toward possible later quantization, a canonical 
formulation of this electrodynamics. It happens to have the same aspect as for free particles: H = 
(m i+pDlI2 +(m ~+pDlI7. The p's are constant, and the canonical variables q's describe straight lines 
(particle positions cannot be canonical). The extension to the many-body problem is given. 

1. INTRODUCTION 

In conventional electrodynamics, the scheme of in­
teraction is the following: 

particle 1- field - particle 2. 

The field produced by a particle is obtained as solution 
of Maxwell's equations; the force a particle undergoes 
is obtained from the Lorentz force. The advanced and 
retarded solutions lead to difference differential equa­
tions of motion of interacting charges, that is to say, 
after proceeding to a Taylor expansion about the present 
time t, to equations of motion of infinite order. 1 This 
infinite number of degrees of freedom left the two-body 
problem unsolved, and not even well formulated, and 
led to important difficulties in field theory, such as in­
finite self-energy, owing to the necessity of having a 
charge interact with itself on the same basis as interac­
tion with other charges. 

The framework of the present article, "Newtonian 
instantaneous action-at-a-distance electrodynamics," 
is free of these difficulties. There is action-at-a-dis­
tance because the mediating fields are eliminated, and 
one concentrates directly on the particle orbits. The 
scheme of the interaction is: particle 1-particle 2. 
The interaction is instantaneous and Newtonian in the 
sense that the acceleration of one particle is a function 
of only velocities and relative positions of all other 
particles (and no derivatives of order higher than sec­
ond) evaluated at the present time t, not a retarded or 
advanced time. The Newtonian order of the equations of 
moti~n does not here signify Galilean covariance: 
Lorentz covariance is in fact maintained, meaning that 
the equations of motion in one Lorentz frame, express­
ing accelerations as functions of positions and veloci­
ties, will look, in another Lorentz frame, just the 
same, with the same functions of positions and 
velocities. 

Kerner2 showed formally that it was possible to ob­
tain such an electrodynamics, by starting from the in­
finite order equations of motion of conventional elec­
trodynamics, and depressing the order from infinite 
to second. 

The main topic covered here is a canonical formula­
tion of this Newtonian instantaneous electrodynamics. 
The reason for seeking such a formulation is to prepare 
the ground for quantization. There is an important the­
orem whose conclusion we must bear in mind before 
undertaking any canonical formulation: it is the zero­
interaction theorem. 3 It states that, in a Hamiltonian 
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dynamics giving invariant world lines in which (a) the 
inhomogeneous Lorentz group is canonically represent­
ed and (b) physical particle positions are taken to be 
canonical coordinates, then only free particle motions 
are possible. 

However, this is not an obstacle to Hamiltonizing an 
interaction Situation; rather it is a guide. It only means 
that we can try to keep particle positions as canonical 
variables: qi = r i. Then, Lorentz transformations cannot 
be canonically represented. But it is easily seen that 
the two straight line approximations of the electromag­
netic forces cannot stem from a common Lagrangian, 
expanded up to order E, because each of them contains a 
different kind of square root: [r2 - (r XV2)2]-3/2 for parti­
cle 1, [r2 - (rXV1)2]-3/2 for particle 2. 

Thus, this leads to consideration of the second al­
ternative: We do not require that q, = r " and we look for 
some qi(r i' r, Vb V2). Lorentz transformations mayor 
may not be canonically represented. 

It happens that the particular set of coordinates we 
end up with presently is such that P1 and P2 are con­
served, q1 and q2 describe two straight lines, and H =H1 
+ H2 = (mi + pD1 /2 + (m~ + p~)1!2. In other words, the prob­
lem is given a free particle aspect. 

We will sketch briefly how, working first at the level 
of the straight line approximation, we discovered such a 
set, finding first a common action prinCiple using 3-
vectors and a single time t, and then realizing it is 
more powerful to look for some private action princi­
ples, one for each particle, using 4-vectors and two in­
dependent proper times. This helped to establish the 
method. 

Then, we will give the general result for the complete 
order-reduced electrodynamiCS: We construct some 
conserved energy-momentum llJi for each particle, and 
some 4-vectorial canonical coordinate 0; running in 
straight line motion; then the q's and p's are easily ob­
tained from them: upon extracting the time like part K; 
from the 4-tensor 0, x 18;, the 3-vector qi is given by 
q; = (Ki + p;t)/ Hi> which guarantees the satisfaction of the 
canonical equations of motion. 

As the canonical variables are found particle by par­
ticle, the scheme does not depend on the number of 
charged particles, and can be applied to more than two 
charges, provided that we know how to compute the 
accelerations in the case of more than two charges; the 
procedure to find these accelerations is devised. 

Copyright © 1974 American Institute of Physics 1689 
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it 

it 
I 

it, 

space 

FIG. 1. Notations. 

Notations and conventions 

The velocity of light c is taken to be 1, unless other­
wise specified. € = e Jf!2 is the product of the two charges 
eland e2' A lower index to a quantity Q refers to the 
label of the particle. An upper index refers to an expan­
sion in powers of €: Q, = ~;o €nQ1. 

A and B being two 4-vectors, AXB will be the 4-
tensor whose components are (AXB)u'" (A),(B)J - (A)J(B),. 
The 3-vector angular momentum will be denoted by L, 
and l! will be the 4-tensor formed by Land K, the 
barycentric momentum. (A) s will be the 3-vector made 
of the first three components of A, and (A)4 the fourth 
component: A = [(A) s, (A)4]' 

We will use the following 4-vectors: 

IJ.j = (rj) itJ), IJ.jJ = ILj -lJ.j, IL = 1J.12, dTj '" (1- V;)1/2 dtj , 

!!l!:i. _ _ (Vj, i) dUj - A 
dTJ - ur (l_vn1/2, dTJ- j' 

and a,., for example, will mean 0/01J.. (see Fig. 1.) 

RjW is a displacement operator which shifts IJ.; into 
IJ.j + ~Uj in everything that follows it. If the operand it­
self contains an operation such as au!, the shift should 
be done last. 

Review of several basic results 

From conventional electrodynamics, and in the case 
of retarded interaction for example, we have 

al (t) = Vl (t) = fi[rl (t) - r~et, Vl (t), vfet
], 

or, after a Taylor expansion about the present time 

al(t) = g{r(t), Vl(t), (:SV2(t)], all i = 0,1,2' ... 

The essence of Kerner's order reduction process2 is 
to compute the time derivatives of order higher than 
second from the equations of motion, using power series 
in€=ele2' Ifaj=~;1€na1(r,VllV2)' then . 

aj = Aa" 4, = Ai, ... , 

~= (Vl - V2)' or+(t €"a1\ . oYl + (t fna~). 0" • 
n=l) n=1 2 
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a} is the so-called straight line approximation; it is 
enough to know the two a~ to start the whole procedure 
(the question of convergence of the series is unanswered 
at present). 

This electrodynamics satisfies the Currie-Hill con­
ditions. 4 These are obtained by asking quite generally 
that a dynamics r j = a,(r, r 11 r2) keeps the same form 
after a Lorentz transformation, namely that at. ~ are 
the same functions as before transformation. This func­
tional invariance puts all frames on the same footing; 
none is privileged. 

The electromagnetic accelerations satisfy these con­
ditions because, starting from the advanced or retarded 
point which is a Lorentz invariant point on the trajec­
tory, one can make a Taylor expansion about any time 
considered as the present time. Thus the dynamics has 
the same form in any frame. 

For a class of solutions to Currie-Hill conditions, 
which, as will be shown later, includes electromag­
netism, it is possible to make use of 4-vectors. Then, 
the 4-accelerations Aj satisfy Wray's equations, 5 the 
only ones used here. 

To obtain them, consider one point on each world 
trajectory, 1 and 2. There is a time axis for which 
these two points are simultaneous. (See Fig. 2.) Making 
a Lorentz transformation amounts to taking another 
time axis, which means, for example, keeping particle 
1 fixed and moving 2 to 2'. The arguments of 
A(IL, Ul, U2) are shifted, but At should not vary as it is 
(dut/dTl)-related to the shape of trajectory of particle 1: 

(1J.2· 0"2 +~. O"2)At (IJ., Ut, U2) = O. 

We will also write this as OAt/d T2 = 0, or d2A1 = O. Simi­
larly, d1A2 = O. We see that the two particles are shifted 
independently, in other wordS, that their proper times 
are considered independent. 

Hill gave integro-differential equations4 for the 
Currie-Hill conditions. Instead of these, we will in­
tegrate the manifestly covariant equations as follows: 

A1 (IJ., ull u2) '" A1Aiet (~, ut. U2) + (1- Al)A~dv(lJ., ull ~), 

Ait(lJ., U1, U2) = Af(1J. + t2U2, ull U2, ~(IJ. + t2~' ull ~)] 

- j~t2dtR2(- t)~(IJ., U1, U2)' oU2A[et(lJ., uti U2) 

where 

il 

space 

FIG. 2. Lorentz shift in Wray's equations. 
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/;2 = J.L • U2 + [J.L 2 + (J.L • U2)2F /2 

and where the functional At is the same as in the 
Lh~nard-Wiechert formulas of conventional 
electrodynamics: 

duret 
d~, = At[J.L, - J.L~et, Ub ufet, A2(evaluated at J.L~et)]. 

A similar relation holds for At adV (within changing the 
sign of the square root in /;2) but, in each case, it is the 
full A2 [namely A2Afet + (1- A2)A~dv] which comes into play 
in the integrand and the last argument of At. It is 
enough to apply U2 . 0,. to check that A, satisfies the 
manifestly covariant equations. 

Note that when J.L is already in the retarded pOSition 
(then J.L 2 = 0 and J.L • U2 = - I J.L • U21) the upper limit of in­
tegration /;2 in Afet becomes zero, and what remains is 
At evaluated for the retarded value of its arguments. 
Thus, the boundary conditions of the Lienard-Wiechert 
formulas are satisfied (1 thank L. Bel for helping me 
precise this point). Ordering by powers of €: A~ = EA~ + 
+ €2 A~ + . •. allows to find everything knowing only the 
two straight line approximations. 

While du/dT, =A, is attached to pOint J.Lb a conserved 
quantity S is attached to no point in particular, and is 
characteristic of the world lines in their totality: 

o,S=O, 02S=0, 

where S can be a 4-scalar, a 4-vector, a 4-tensor, etc. 

2. THE CANONICAL VARIABLES UP TO ORDER € 

Computations with 3·vectors and a single time t 

The method employed as a starting point involves the 
Lie-Koenigs theorem,6 followed by a solution to a 
Pffaf's problem. Let us present that theorem for two 
particles labelled 1 and 2, whose positions are rb r2, 
velocities Vb V2 and accelerations v, =a,(r, Vb V2)' The 
Lie-Koenigs formulation considers a vector with twelve 
components: rb r2, v" V2; it is not known yet that ri = VI, 
i = 1, 2. It also supposes that the integrand of the varia­
tional principle is linear in the time derivative of this 
vector; the linearity ensures a family of first order 
equations of motion: 

5J Zdt=5J (U,.r,+U2·r2+VI,v,+V2·V2-H)dt=0 

where U" U2, V" V2 and H are functions of r, v" V2. The 
equations of motion 

Ul = orjZ(r, VI, V2, rb r2, VI, V2), 

Vi = O"jZ (we have o",r, '" 0) 

should imply ri=vi> Vi=ai(r, v" V2), with prescribed aj. 

The search for Z is greatly facilitated if we already 
know the constants of the motion: P = U, + U2, L = r, xU, 
+r2xU2+v,XV, +V2XV2, and H (linear momentum, 
angular momentum, and energy). 

The canonical variables are obtained by solving 
Pfaff's problem, that is to say by seeking functions 
Pi(r, v" V2) and qi(r j , r, v" va), i= 1,2, such that 

U, . dr, + U2 • dr2 + V"dv, + V2 ·dV2 =p, ·dq, + P2 'dQ2, 

within, possibly, an exact differential. 
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Concerning our case, we wish to have a Lie-Koenigs 
action principle whose equations of motion will yield the 
straight line approximation of the accelerations: v j 
= E:a}(r, v" V2)' 

For free particles, we would have 

- 0_ mivi V -Vo-O UI-Ui-(1_vn1l2, i-;-, 

un m, m2 
H=n'= (1-vDl/2+ (1-v~)1/2 

Let us then expand all quantities and the time differen­
tiation operator in powers of €: 

Ui=u~+€uL vi=€vL H=J[O+EH', 

:t =Do + ED' = (v, - V2)' 0r+€(al· 0", +a~· 0 ... .). 

The E term of the equation of motion is 

DIU~ +DoU~ = ori(Ul· r, + U~· r2 - H'), 
° , ,. ,. , 

D Vi'" o .. /U, . r, + U2 • r2 - H ). 

Kennedy7 had already worked out the constants of the 
motion up to order E: P", pO + EP' .. '. In fact, each of 
Kennedy's conserved quantities, for example P, can be 
written as P = P, +P2 = (P~ HPi) + (P~ HP!) where P, and 
P 2 are separately conserved up to order €: D'P~ +Dopi 
= O. The term D'P~ = (ai· 0,.,)[m,v/(1- vi)'/2] contains 
only [r2 - (r XV2)2]-'!2 {not [r2 - (r XV,)2]-' /2}, which helps 
in choosing pi as the part of Kennedy's P' containing 
that square root, P~ containing the other square root for 
the same reason. A Similar dissection occurs for the 
other constants: H, L, K. 

Upon noticing that pi· v, - Hi = 0, p!. V2 - H~ = 0, one 
sees immediately that D'U~ +Doul = ori(Ui· r, + u~· 1-2 - HI) 
is satisfied with U~ = P~. 

The remainder of the equations of motion becomes 
DOvl '" 0,. (Pi' r, + p~. rz - HI) = - p}. But we also have 

i 

~x~+~x~=L-~x~-~x~ 

= (Li - rl xpi) + (L~ - r2 XP~) 

which, because of the square roots, we dissect into 
Vi XV1 = L\- ri x Pl, i = 1, 2. This determines V~ up to a 
vector colinear to v j. For example, vi '" A, r + BV2 + A, v" 
where A, and B, are known, and AI is unknown. ChOOSing 
AI such that 

vi =A, (r+ ~ ~ :V v,) +B(V2 + VI~ ~2~ 1 v,) 
allows us to satisfy DOvi '" - pt. The recipe to obtain the 
undetermined term in V~ will be justified later. 

Finally, we are now in possession of the following 
variational principle: 

5 J (P, . r, + P 2 . 1-2 HV}' V, HV~' "2 - H) dt = O. 

To solve Pffaf's problem, we use the identity 

V· dv= d[(1- v2)v· V] 

mv (1- V
2
)'/2 ) 

+ (1 _ V2)l/2 • d - m (V - VV· V) 

and throwaway the exact differential. This gives8 
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mjVi 1 
Pj=Pi = (1_v~)1/2 +EPj, 

qj = ri - _E_ (1- vnl/2(1_ ViVj)' Vi' 
m/ 

Because of P~' Vi = HL i = 1,2, the Hamiltonian is H =H1 
+ H2 = (mi + pill /2 + (m2 + pW /2 up to order E. 

Computations with 4-vectors and two independent 
proper times 

Actually, one sees that the common action principle 
breaks up into two private action principles, one for 
each particle: 

0lf (Pl' rl +€vf 'vl-H1)df=0, 

J . I' 02 (P2' r2 +€v2· V2 - H2)df=0, 

where 0i means that only the trajectory of the ith parti­
cle is varied. This is true because of the relations 

Pj=orj(Pj'Vj-Hj)=O, DOV~=_Pj (i=1 or 2). 

We also see that we solved Pfaff's problem separately 
for each 

Pj·drj+EV~·dvi=Pj·dqj (i=1 or 2), 

thus putting them into the form 

OiJ pj·dqj- (m~+pW!2dt=Oo 

This suggests accentuating the separation by using two 
independent proper times instead of one single time, and 
4-vectors instead of 3-vectors. We thus reach the idea 
of two private 4-vectorial Lie-Koenigs action 
principles: 

OJ J Xi (v. , Ul, U2) . dv.j + Yj(v., Ut. U2) . dUj = 0 (i = 1 or 2) 

whose components, once one has made tl = t2, are equal 
to Kennedy's Ll and Kl. 

The choice Xl=Ei satisfies 0lXl=O"lSl as 01El=0 and 
Sl = (mlul + EEl) . Ul = - mi. For Yl let us take EYl, YI 
being the previously computed quantity. The second 
half of the equations of motion 0lY1 = oU1S1 becomes, to 
order E, 

(Ul' o,,)Yi = aUt (EI' ~:) = ou/El· Ut) - EI = - El. 

It is easy to check that this is true with the above values 
for EI and yl 

It is also easy to check that 01 I PI . drt + Evl· dVl - H dt 
= 0 is obtained from: 01 f El . dV.l +EYI· dUl = 0 by making 
tl = t2 = t in the integrand. yl· dUl can be written 

yl + U1Ul . yl I d 
(1 - vDI!2 s' VI 
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where Xj and Y j are some 4-vectors. Their equations of 
motion are 

OjXj=O"jSj, OjYj=OUjSj 

with 

A close connection is suspected between Pl' drl 
+EVI·dVl - Hldt and Xl' dV.l + Yl ·dUl' This is confirmed 
by the fact that there exists a 4-vector El (v., Ul, U2) such 
that, when making tl = t2 in it [v. - (r, O);Uj - (Vi' i)(1 
- VJtl /2], it becomes equal to (Pt. iH1). It has to satisfy 
(Ul' a" +EA1· 0Ul)El = 0 which can be integrated into 

Ef = - J 0 mlAl(v. + ~ut. uf, U2) d~ (El = mlul +EEl) , 
where the primitive is simply evaluated at ~ = O. With 

Al- U2(V.·Ul)-EJ:(Ul·~) 
1- [V. 2 + (v.' U2)2Y' , 

this yields 

El _ U2 + Ul . U2 (, v.. U1V.· U2 - EJ: 2Ul . U2 
1 - [v. 2 + (v. . U2)2]1 /2 - JV2 \~ [v.2 + (v. . U2)2]1 /2 

_ U [v. 2 + (v. . U )2]1/2 + V. v.' Ul + EJ: . U2Ul . U2) 
1 2 _ [v.2 + (v. . U2)2]172 

with 

- JV2 = v.2[(Ul· U2)2 -1] 

.:.. [(v. . Ul)2 + 2v. . U1V. . ~Ul . U2 + (v. . U2)2]. 

We have El· Ul = 0 which means that El . El = - m~ up to 
order E. 

Similarly, there exists a 4-tensor ~1 equal to V.l xEl 
+EUI X YI with 

thus yielding 

Vl - yl +U1Ul . yf I 
1 - (1 - vn1!2 s 

which explains the recipe to obtain the undetermined 
part of vI in the preceding section. The above relation 
says that vi is of the form 

vi =Al (r+ ; ~ ~i VI) +Bl (V2 + v\. ~W 1 VI). 

It is also interesting to solve Pfaff's problem in 
terms of 4-vectors to yield some 4-vectorical canonical 
variables,ol (v.f, v., Uf, u2) and 1.131 (v., uf, U2). Using U1 -Yl 
= 0, we write El . dV.l +EYI· dUl = (mlUl +EED . dV.l 
- mlut . d[(E/ml)yn = 1.131' dOl with 1.131 = Et, ,01 = V.l - (E/ 
ml)Yl, These 4-vectorial canonical variables satisfy 

0l'iJll =O, o2'iJll =0, 0l(mPI)=I.I3t. oA=O, ~l=OIXPf, 

which parallels closely the relations for a free particle: 
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a1(mtUj) '" 0, o2(mju1) =' 0, at (ml I-' j) = mlu!> aal-'I = 0, 

~ j '" f.Ll Xm1uj. 

It is easy to check that 

"Z __ U1' Uz 
1 - [(Ul . Uz)2 - 1 ]1/2 

X 1 I [j.L 2 + (I-' . Uz)2]t/2[ (U1 . UZ)2 - 1 ]1/2 + I-' • Ul + jJ: • UZU1 . uzi 
n (_N2)1/2 , 

which shows thatOl and IlJl are related to 1-'1 and mtu1 
+ ruJ[1-' 2 + (I-' . Uz)2]1/2 by a canonical transformation, but 
we may insist on saying that this is only a private 
canonical transformation; a different generating function 
"Zg would be used for particle 2, so that, as shown pre­
viously, it is not possible to take particle positions as 
canonical variables for the whole problem. 

At last, it is easy to see that Kl =q1Hl - Ptt is true up 
to order E. Actually, this constitutes the shortest method 
to obtain the canonical variables: (a) compute E1. Then 
write E j tl=tZ == (Pt. iHj ); E1 • E t '" - mI implies Hi = (m~ 
+pD1/2; '(b) compute 1,11' Extract Kl by (K1)J=i(\!1)4J,t!=tz' 
Then q! '" (K1 +plt)/HI . Note that in this improved method, 
we no longer have recourse to any Lie-Koenigs 
formulation. 

3. THE CANONICAL VARIABLES TO ALL ORDERS IN € 

Extending what we have discovered at the order E, we 
are going to construct one conserved energy- momentum 
4-vector per particle; for example 

0IEI == (UI • a .. )E t + (At' out)Et = 0, 

aaEj = - (Ug' a ,.)E j + (Ag . auz)E1 == 0. 

The first condition of conservation can be integrated as 
follows: 

j < 0 ( 
E1 '" m!u! - to d~Rl (~) AI' ou1)E j , 

provided that (u! . a .. ) ~o(l-', Uh U2) = - 1 as can be checked 
by applying Ut • d,.. Writing E j =' mt Ul + E;l €"E1 allows one 
to compute El term by term. A direct consequence of 
this expression is that 

E1(1-', ut. U2) =m!u! + Jl~d~Rlm(Ut' o .. )E! 

= mtu1 + E 1(1-' , ut> U2) - EI(I-' + ~Oul' Ub uz), 

or E 1(1-' + ~OUl' uj, uz) = miUt. This result is used while 
proving that the second condition of conservation dgEt = ° 
is satisfied. We will also use 

dtEI = (Ul • d,.)E! + (At' dut)Et = 0, 

ozA1 = - (U2 . o,.)At + (Az • oU2)AI := 0, 

o!Az = (Ut . o,.)Az + (At' 0Ut)A2 =0, 

and impose (uz' a,.) ~o = O. Apply - Uz • 0,.: 

But 

- (U2' o,,)Et = j!~d~R1W{[(Uz' 0,.)A11· OU1E1 

+ (At' 0Ul)[ (uz . a,.)Ed}. 
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[(Uz· o,.)Ad· autE! 

= [(Az . oU2)Ad . GutE I 

= (Az' dU2)[(A1' ou!)Etl- Az' (AI' au!)a u2E t 

= - (A2 ' dU2 )[ (Ut . 0 ,.)Ed - (At' dujH (Az . dU2)Ed 

+[(At · auj )A2]' oU2Et 

= - (A2' ouz)[(Ut • d,.)Eil- (At' 0Ul)«A2' ouz)EtJ 

- [CUI . (l,.)~z]· OUZEl 

= - (u! • (l .. )((Az· ouz)Et ] - (At' 0Ul)[ (Az' ouz)Ed, 

giving 

- (uz' 0,.)E1 

= - [R1 W(Az' oU2)Ed~:~o 

-Ie: d~RtW(AI' 0u)[(- uz' a,. +A2' duz)Ed. 

Also E1(1-' + ~out> ut> Uz) = miul, thus leaving 

ozE! '" - f~~d~R1W(AI' au1 )(ozE t ). 
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ozEI is zero to lowest order in E. As At contains at least 
one €, ordering this equation by powers of E yields zero 
for all successive terms of ozEt ; thus 02Et = 0 to all 
orders. More generally, each time we will have an 
integro-differential equation with a straight line ap­
proximation term which is zero or constant, the quanti­
ty satisfying it will be zero or constant. 

Next, we prove that (El)z ~ - mI: 
2 2 j< 0 (EI) = - ml - 2mtut' • d~R1W(Al' au )E t 

'0 t 

+U!~d~R1W(At' 0U1)E t ]2. 

Define 

W(I-', ut. U2) == j~: d~'Rt(r)(A1' dU1 )E t. 

We need to change I-' into I-' + ~I-'t everywhere in this 
relation, including ~o. The solution of (Ut • d,.)i;o == - 1, 
(U2' 0I'Ho=O is 

~ _ IL • Ut + jJ: • U2Ul . UZ [ 2 
0- ( )21 +g-N,Ut' U2]; Uj'Uz -

thus 

~Q(IL + ~Ul' ut> uz) = ~o(l-', ut. u2) - ~, 

and 

Then 

= R t (';oHA1 • 0Ut)E1 

+ fO d~' d~' [Rt(~ + ';'){A1 • 0ut)Ed 
~o-~ 

=R!W(At ' au )E t • 
t 

~(O) - W2(~0) = 2fl=O d~W(~)' dWW, 
e=lo d'; 
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or 

Ut : d~Rl (mAl' oUl)Ed2 

= 2 j,O 
dHmlul - El (p. + ~ub ul, U2)]' Rl (mAl' 0u )E1 '0 1 

which shows that (Ed2 
== - m~ - n d~R1W(AI' au )(Ed2, 

and thus that (E1)2 == - m~ to all o:ders. 1 

We choose to take ~1 = El and E1• 11=t2 == (Pt, iH1) 

= (Pb iH1). The above relation gives the problem a free 
particle aspect: 

HI = (mr +PI)I!2, H==HI +Hz. 

Now, let us turn to,o1. Write it as P.l- YJmh Y1 
being solution of the following integro-differential 
equation 

YI = h~ d~R1W(AI' OUj)(~EI + YI), 

with the same ~o. Applying Ul' 0,. gives 0IYI == J~ d~RjW 
X (At' 0Ul)E t = mtul - E t and, consequently at (mpj) == E j 
== ~1' Thus Ot describes a straight line. 

It is easy to show that 02 Y1 = 0 the same way as we 
showed that ozE j = O. This implies oA = O. This relation 
guarantees manifest world line invariance for the ,0 's, 
though there is no such thing for the q's; this is one of 
the advantages of the ,0 's over the q's. 

By the same method as for E j (p. + ~OUb Uh U2) = mluj, 
one can show that Yj(p. + ;out. uh U2) = 0; this is also 
obvious from 

~o(p. + ~OUh Ub U2) = ~o - ;0 == 0 

which makes the lower limit of integration equal to the 
upper limit in Yj(p. + ~OUh Uj, U2). Thus,Ql(P.j + ~OUh P.2, Uh 
uz) = Ill' This allows the following proof: 

10 

d~RjW(AI' OUl)(,ojX~j) 
to 0 

= 10 d;RjW[(!>(Uj'O,.)Ot)x~t+,oIX[-(Uj'O,.)I.iJt1J 
= - ro d ~Rj W (Ul . a,.) (Ot x 1.iJ1) 

lto 
= - R j W(OI X~I) I ~:~o 
= -,01 xl.iJ l + p.t Xmtul' 

Thus ,01 x 1JJ1 satisfies an integro-differential equation 
which is the same in form as the one for the quantity 21 
that one would compute knowing its straight line ap­
proximation value 

21 == P.I X mlul - jl~ d~Rl W(A j • 0Ul) ~h (same ;0)' 

Thus 21 =,01 XI.iJI' 

This is useful to show that, of the ten constants Et, 
21 we can build for particle 1, only six are independent. 
We expect to find four relations. The first one is E j . EI 
= - mi. The remainder are found by considering the 4-
vector M j such that (Mj); =Ejjkl(~i)jk(El)" As 2j is 
,oj X 1JJ1, Ml is zero. But this is only three relation as, 
once the first three components are zero, the fourth is 
necessarily zero: 

Ml = 2[i(PI xK1 + L j H1), - Ll . pd. 

One can take PI and Kj as the six independent quanti­
ties; then 
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H j = (mi + pi)i/2, L j = (KI X Pd/H1 (PI = Pi)' 

Extracting Kl from ~j, we write qt = (Kj + Plfl/Hj 
(whereupon Ll = ql XPI)' This formula guarantees that all 
canonical equations of motion are satisfied. PI = - o"IH 
is satisfied as PI is conserved and H does not depend on 
the q's. 

ql == 0P1H is satisfied because 

. _!! Kl + Pit _ ..& 
ql - dt HI - HI ' 

The private Lie-Koenigs action prinCiple is 61 
X J 1JJ1 . dOt. It is straightforward to show that I.iJI . dOt and 
Pl' dql - HI dfl are equal within an exact differential: 

(Kj)j:= i( 21)4J = i[ (OJ)4 (l.iJl)j - (Ot)/1.iJ1)4] 

:=i[(it- (~~4) Pl- A)siHl 
_KI+Plt/C"\) ..&i(Ytl4 

ql - HI \'V1 S - HI ~ , 

Pl' dql = PI' (Ot) S - PI • d /1?1 i(Yi)4) . \.HI ml 

Then, using the constraint H~ - pi = m~ and HI dHI 
= PI' dPt, we find 

PI' d(~ (Yj )4) = PI'( ~ - (E~)2dHl)(YI)4 
HI- mi d(Y) 

+ H 14 
I 

Thus 

:= (1JJ1ls . dCOt) s + iHl d ~tl _ i(~1!4) 

+d(m1 i(;;1 4
) 

=1.iJ1 . dOt +d(m1 i(!:)4). 
Obviously 

(q it)-(~) E!.i(Yl)4 it) 
h 1 - s - HI ml ' 1 

is not a 4-vector, as it is obtained from the 4-vector 

S"'I. - (''"') 'f (YI)4) "'-'1- """'1 s,Z 1 - • 
ml 

by transferring part of its fourth component on its 
spatial part to obtain a fourth component containing no 
€ contribution. But (ql, it1) belongs to the same straight 
world line as 0,1' 
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With the help of Kl =qlHl- Plt it is easy to verify that 
the q's transform like physical coordinates, namely 
satisfy the following Poisson brackets: 

[q;, K] = [qi' H]qi -It, [qi' Pi] = 1, 

[] aql 
ql> L = - 1 Xq;, at = O. 

Thus the q's behave as physical coordinates and are also 
canonical variables: [ql,qJ]=O, i=1,2, j=1,2. Hill9 has 
proved that in such a case, tti had to be independent of 
qJ and <iJ (j*i). This is the result of the zero-interac­
tion theorem, illustrated in q-space. There is complete 
agreement with what we have found in our present 
canonical formulation, as, precisely qi = O. 

Naturally, the charge e; is located at the particle 
position r i, not at the canonical position qi' Hill9 made 
some remarks related to measurement theory when the 
formalism is quantized in terms of canonical positions. 

Note that the separation of internal and external mo­
tions is made immediate by the fact that our formula­
tion is the same as for free particles: 

H=(mi+pi)1/2+(m~+~)1/2, P=Pl+P2, 

L=ql XPt +q2 XP2, K=qlH l - Pl t +q2H2 - P2t , 

and that Bakamjian and ThomaslO worked out this 
separation for real free particles. They give the exter­
nal variables Q and P, and the internal variables q, P 
in terms ofqi=ri, PI=m 1v l(1-vn-112. Then their re­
sult can be used directly for our problem, where now 
qi and Pi are qi(rl, r, Vh V2) and Pl(r, Vb V2)' Application 
to first order in 15, and at the nonrelativistic level gives 

(rXv)xr 
p=mv+€ r(rxv)2 , 

15 [(rxv)xvr v I (rv+r'v)1/2] q-r+- +- n 
- m v2(rXv)2 v 3 rv-r·v 

with m-l = mil +mi-!, V=Vl-V2, v=lvl,r=lrl. phappens 
to be exactly conserved for the Kepler problem (mr 
= €rr-3

); p is along the minor axis of the conic. Also 
qxp= rXmv, and m-lpX(qxp) =VX (rXmv) +€'r which is 
the Runge Lenz vector. This suggests proposing the 
conserved p x (q Xp) as a relativistic generalization of 
the classical Runge Lenz vector. 

To all orders, the internal Hamiltonian h = (H2 _ p2)1 /2 
can be expressed as (mi + p2)1 /2 + (m~ + p2)1!2. Thus real 
p corresponds to h ;. ml + m2' 

4. THE MANY BODY PROBLEM 

We already know how to compute the accelerations for 
the two body problem by Hill's integro-differential equa­
tions. We are going to find how to do so for more than 
two charged particles in two steps: first, carrying out 
the process of order, reduction in one dimension for 
three charges, then finding integro-differential equations 
for the accelerations in 4-vectorial form. 

We start from 

(1 :Z~i)312 = e l [ (electric field at 1 due to 2) + (electric 

field at 1 due to 3)] 
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( 1~)] [( 1 1 +V3) X 2 +e3 .\.3 -2- ---
Xt2 1 +v2 adv X13 1- V3 ret 

+(1-.\.3) ---( 
1 1- va) ]} 

xI3 1 + V3 adV 

which expresses the superposition principle in conven­
tional electrodynamics (.\.2 and .\.3 are any numbers), 
xlJ is Xl- Xj, and we will suppose x3 <X2 <Xl. 

The fields from particle 2 and 3 will be separately 
order reduced, so that, at the order reduced level, al 
will be the sum of two contributions, one from particle 
2, one from particle 3: al=al (2)+al (3), but each con­
tribution will not be the one corresponding to each two 
body problem. 

We will compute only (1/xi2)[(1 + OV2)/(1- OV2)] where 
8 = 1 for the retarded field of 2 at 1, and 0 = - 1 for the 
advanced field. 

To compute X2(t2) and v2(t2), we make a Taylor expan­
sion about tb and evaluate time derivatives of position 
of order higher than second from the equations known at 
the next lower order of approximation. (see Fig. 3.) 

with 

and 

The exact light cone condition t2 - tl = O[X2{t2) -Xl(tl )] is 
approximated by t2 - tl =Xlz!(V2 - 8). 

The series are easily summed to give 

t, 1---1-----41 

x 

FIG. 3. The many-body problem. 



                                                                                                                                    

1696 D. Hirondel: Free-particle-like formulation 

.l... 1 + 8v2 _ 1- v~ + 2e1e2(1- v~)S/2 
xh 1 - 8vz - xiz m2(v1 - V2)Xr2 

~1 ) ( 8) (1 - vi) (1 - v~) I 1 - 8v1 ) 
X - V1V2 v1 + + n 1 8 

V1 - V2 - V2 

_ 2e2eS (1-V~)S/2(1-V~)(~X2S+V2(VaX12-V2Xd 
m2 (v2 - VS)X!2 x2S X23 + 8(vaX12 - V2X1S) 

1 - v~ I I X2S + 8(VaX12 - V2X1S) I) 
+ X12(V2 - vs) n x2s(1- 8v2) • 

The term in ele2 is the one already found by Hill4; the 
one in e2eS is new. 

In four-dimensional space-time, we put, in a very 
natural way, 

At = At(2) + At(3), 

At (i) = XuAret(i) + (1- ~1i)Ar"(i), 

Afet(i) = Arret(i) - J~~j dtR j(- b)Aj ' oUjAret(i), 

Arret(i) = Ai[~1i + bjUj, ub ui> R j (- b;)Aj], 

b; = ~1i' u j + [~i; + (~1l • U j )2]1/2 

[change the sign of the square root in bj for AtdV(i)]. 
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At (2) satisfies 02At (2) = 0 by construction. To prove 
0sA1(2)=0, apply us' o"s' and use 02At(2) =0, 0sA2=0, 
02AS= 0; note that to prove 0sA1(2) =0 up to order En, we 
need these three relations to be true only up to order 
En-1. Let us show how this works on Afet (2), for example 

(us' o"s)Afet (2) = (us' 0"s)Arret (2)- J~~2dtR2(- b){[(Us' o"s)A2]· 0"2Aret(2) + (A2· 0ll2)(Us' o"s)Afet (2)}, 

[(us' 0 ,,)A2] . oU2Aret(2) = - [(As' 0us)A2] . oU2Aret(2) 

= - (As' ous)[ (A2 . ou)Aret (2)] + As' (A2' oU2)ousAfet (2) 

= (As' 0us)[(u2' o"2)Aret (2)] + (A2' 0"2)[(As ' ous)Afet(2)] - [(~. oU2)As]' ousAret(2) 

= (As' ouS)[(U2' o"2)Aret (2)] + (A2' 0"2)[(As ' 0us)Aret (2)] + [(~. o"2)As]' ousAret (2) 

= (U2' o"2)[(As ' ous)Aret (2)] + (A2' 0U2)[(As ' ous)Afet (2)], 

R2(- b) [(us . ° J>s)A2]· oU2Aret(2) = - d~ [R2(- 1;){As' ous)Aret (2)] +R2(- b)(A2· 0U2)[(As ' ous)Afet (2)]. 

Finally, 

(us' o"s)Afet (2) = (us' o"s)Ar ret (2) +R2(- b)(As' ous)Af"t(2) I~~~L JoC2dbR2(- b)(A2· 0U2)(US' o"s+As ' ous)Aret(2) 

or 

Let us show that the first term of the right-hand side 
equals minus the second. Remembering that Aret (2) is 
linear in A2, 

Arret (2) = An~ + b2u2, ut. U2, R 2(- b2)A2] 

= R (_ b )E(A2(~' U1) - ~(A2' U1) 
2 2 (~ . U2)Z 

_ (1 + ~. AZ)(~U1' Uz - U2~' Ut») 
1~'~ls , 

we write, using OSA2 = 0 at the next lower order, 

(us' o"s)Arret (2) = At[· .. ,R2(- b2)(US' o"s)A2] 

= At[ ... ,- R 2(- b2)(As' 0us)A2] 

= Ai[ ... ,- [R 2(- bz)As]' 0uSR2(- b2)A2] 

= - [R z(- b2)Ag]' ousAr ret (2) 

= - [R2(- b2)Ag]' o"JR2(- b2)Afet (2)] 

= - R 2(- b2)[Ag· o"sAret (2)]. 

Thus, what remains is the following integro-differential 
equation: 

osAfet(2) = - J~C2dbRz(-1;){A2' oU2)osAfet(2), 

whose solution is osAiet(2) = 0, since ogAret (2) = 0 at the 
lowest order. 

Thus A1(2) is such that 02A1(2) =0, OgA1(2) =0; A1(3) 
satisfies the same relations, and, consequently, A1 
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=A1(2) +A1(3) satisfies them also. 

To compare with the preceeding method, we start the 
computation of 

in four-dimensional space-time; namely, we make the 
shift ~2 - ~2 - /;U2, then consider the first three compo­
nents, go to a one-dimensional space, and make t1 = t2 
[: ~ij - (xij, 0)] before doing the integration over b, and 
we find the same result as before. (In one dimension, 
At brings no contribution to second, nor to higher 
order. ) 

It is necessary to end this section on the many body 
problem by a remark on the domain of applicability of 
the manifestly covariant equation. In general, we cannot 
deduce them for more than four particles in our four­
dimensional space-time: Write that the variation of 
dut! d T1 = A1 (~1 hUt. Uj) (all i * 1) is zero when one shifts 
the hyperplane containing all particles (they are thus 
instantaneous with respect to the time axis perpendicu­
lar to that hyperplane) to a slightly different hyperplane 
still going through particle 1, L:m dTjOjA1 = 0; only if 
n .:; 4 can the d Tj be chosen arbitrarily, implying 0 jA1 = 0 
(i * 1). 

However, for n particles in electromagnetism, the 
straight line apprOXimations satisfy o,.Aj = 0 at the lowest 
order: 
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(u . Cl ) L; e e ui(/lij' uj ) - /lij(Ui • uj ) - 0 (k if-J'). 
k "'k i~i I J [f.LfJ + (f.Lli ou;)2J372 -

Then, from the preceding proof by recurrence, this 
implies Cl,/i,j = 0 to all successive orders. 

This allows us to apply our scheme of free-particle­
like formulation of particles. 

CONCLUSION 

We are now in possession of a formalism giving a 
certain set of canonical variables such that each Pi is 
constant, and each ql describes a straight line. Its val­
ue resides in several features: it is relatively simple, 
paralleling free-particle dynamics, is well defined and 
computable to any order in E, and it applies to any num­
ber of particles. 

On the other hand, the outstanding problem of quantiz­
ing with some ql(rl, r, vi> V2) is totally unsolved. A new 
recipe has to be found. Will it be some rule applicable 
in any set of canonical variables? 

About the last possibility, we note that, working only 
up to order E, qi does not go to r I in the nonrelativistic 
limit (l/c=O), nor to first order in 1/c2 (Darwin-Breit 
theory); however, the new canonical coordinates ob­
tained by making a canonical transformation with the 
generating function ~o, defined as the common part of 
~1 and ~2' do go to particle positions in the same con­
ditions (but not to order 1/c4); thus, this new set stays 
as close as possible to the set usually presumed to be 
within known quantization rules. 
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Radial charged particle trajectories in the extended 
Reissner-Nordstrom manifold 
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It is shown that the trajectory of a charged particle on the extended Reissner-Nordstrom manifold 
can be such as to carry it into regions of the manifold where the definition of energy at infinity is 
different from the one at its point of origin. The various types of radial trajectories are classified. In 
the event one considers the manifold as having been produced by a collapsed star, there exist 
trajectories which go through both horizons, reach a minimum value of r, and go through two more 
horizons to a copy of the space in which it originated (flat at r = + 00) without colliding with the 
matter of the collapsed star. 

In a recent paperl it was shown that there are two 
distinct types of radial geodesics in the complete Kerr 
manifold, which can be classified by their place of 
origin on the manifold. This manifold contains infinite­
ly many copies of two distinct spaces, both flat at 
r = ± 00. It is also shown that geodesics cannot cross 
over from one space to the other. However, this is pos­
sible if there is properly applied acceleration. It is the 
purpose of this paper to show in detail how this cross­
ing over occurs for a very similar manifold: the com­
plete Reissner-Nordstrom manifold. There has been 
renewed interest lately in this manifold. Ruffini has 
suggested that a magnetized rotating object should have 
a nonzero net charge in order to achieve a minimum en­
ergy configuration, and also that a very rapidly rotat­
ing, sufficiently small star would be able to maintain 
this charge in interstellar space. 2 

We will start with the Reissner-Nordstrom metric 
in Schwarz schild-like coordinates3 

(1) 

where 

H=H(r)=I- 2m/r+e2/r, 
and dU 2 = drP + sin2 9 dep2 is the usual spherical surface 
element. Only the case m 2 > e2 will be considered since 
otherwise the manifold is already complete. The com­
plete extension was first determined by Graves and 
Bri1l4 and given in a more convenient form by Carter. t> 

Carter's extension is created by the repeated use of two 
null metrics. We define one coordinate system (r,u, 9, ep) 
with metric 

ds2 = 2drdu - Hdu2 + r2 dU2 (2a) 

and another Similar coordinate system (r, w, 9, ep) with 
metric 

ds2 = 2drdw - Hdw + r dU2
, 

where 

u=i"F(r) + t, w=~F(r) - t, and :: =~ 0 

This implies that 

F(r) = 2r + mK;llog I r/r. -11 + mK:llogl r/r_ -11, 
where r" are the roots of H with 

(2b) 

(2c) 

(3a) 
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K" = (r" -r.)/(2r!) and r,,=m± (m2 - e2
)1/2. (3b) 

Note that the function F(r) is separately monotonic in 
each of the three regions 

I:r.<r, 

II: r_<r<r., (4) 

III: O<r<r_. 

Each of these coordinate systems is analytic and exten­
sible to a manifold larger than the one upon which the 
original coordinates were definedo Where these two 
manifolds overlap, one may introduce full null coordi­
nates (u, w, 9, ep) with the metric 

(5) 

This overlap region will be one of the three regions in 
Eq. (4); therefore, given u,w, and a region, one may 
uniquely determine r. We may then introduce, following 
Carter, a new coordinate system (~, l/J, 9,ep) by 

± h(u) = tan(1/! + ~), ± h(w) = tan(1/! - ~), (6) 

where h(z) must be a monotone increasing function such 
that h(z)=O[exp(-K"z)] as z-'f OO • The complete mani­
fold will then consist of an infinite sequence of (r, u) 
patches labeled (-, m), and superimposed on this, a 
similar sequence of (r, w) patches labeled (n, -) running 
perpendicularly to the (r, u) sequence. By labeling each 
intersection by (n, m) the manifold consists of those in­
tersections where In - m I ,;;; 1. If n = m is odd (even), 
then it is a II (rr) region; if n is even (odd) and < (» m, 
then it is a I (1') region; if n is even (odd) and> «) m, 
then it is a m (III') region. The choice in sign in the 
definition of ~ and 1/! is determined by which of the re­
gions I, I', II, etc. is under consideration. Given an 
(n,m), the sign is +h(u) [-h(u)] for m odd [even], and 
equivalently for n with ± h(w). 6 

By denoting by E the constant of the motion associated 
with the timelike Killing vector, in the original coordi­
nates of Eq. (1), and using a prime to denote the total 
derivative with respect to proper time 7", the equations 
of motion for a particle in radial motion with charge to 
mass ratio X are 

(r,)2=IJ2-H, 

t'=D/H, 

Copyright © 1974 American Institute of Physics 

(7a) 

(7b) 
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where D=D(r)=E - eX/r. (7c) 

Solving Eq. (7a) for the constant E (which has the inter­
pretation of the energy per unit mass in unprimed re­
gions and the negative of the energy per unit mass in 
primed regions7

), we have 

E = eX/r± [H + (r')2]1/2 

=eX/r± [1 + (r')2 - 2m/r + e2/r]1/2 

= eX/r± [1 +~(r')2 - m/r + e2/2r], (8) 

since, for large r, both (r')2 and H -1 are small com­
pared to 1. Since eX/ r is just the classical potential en­
ergy per unit mass of the electromagnetic interaction 
between the black hole and the test particle, this equa­
tion has a reasonable appearance for an energy equation, 
where the term e2/2r is an additional gravitational term 
due to the energy of the electric field associated with the 
charge e, and the ± sign is reminiscent of problems with 
the Klein-Gordon equation in particle physics. 8 Here, 
however, both signs are needed, since the sign of E 
must be negative at r= "" in primed regions. 

The solutions to the equations can be written in the 
following form when E2 < 1 (bound test particle), in 
terms of a parameter T) which is adjus ted to be 0 at 
maximum r, 

r=m(O' + 13 COST), (9 a) 

'T - 'To = m(O'T) + 13 sinT)/ (1 - E2)l/2, (9b) 

t - to = ('T - 'To)E + (2mE - eX)T)/(l - E2)1/2 

+ lX-1[s nD(r)] 10 I tan(T)/2) + tan(7)/2) I 
2 + g + g tan(7)/2) - tan (7)/2) I 

+.!.W1[S nD(r )]10 I tan(7)/2) +tan (7)_/2) I (9c) 
2 - g - g I tan(7)/2) - tan(7)j2) , 

where T)~ are the values of 7) at which r = r~, while 
0' ± 13 are the roots of r'(r) = 0: 

0' = (m - EXe)/ (1 - E2), 13= [m2 - 2EXem + e2 _1)]1/2/ 

(9d) 

Solutions for E2> 1 are Similar and may be obtained 
from Eqs. (9a)-(9c) by the following substitutions. 
Change everywhere (1 - E2)1/2 to (E2 _1)1/2. Then there 
are two cases: If 13 is real, replace cos7) by [sgn( r - CI! 

- 13)] coshl/J, sin7) by [sgn(r - 0' - 13)] sinhl/J, and tan(7)/2) 
by tanh(l/J/ 2), where l/J increases from - "" if r> 0' + 13 
and from 0 if r < 0' - 13. If 13 is complex, define y = - ~ 
and replace 13 cos7) by y sinh?/! , 13 sin7) by y cosh7) and 
tan(T)/2) by tanh(l/J/2), where l/J increases from - "". In 
particular instances I./I~ may both be complex, which 
means the particular traj ectory never croSSes the 
horizons, r=r~. From Eq. (9a) we see that these radial 
trajectories are oscillatory in the coordinate r, al­
though we shall see that they do not actually come back 
to their starting point on the extended manifold (unless, 
of course, one identifies various different regions of the 
same type, which leads to serious causal problems); 

'0' ± 13 are just the turning points of this r motion. It is, 
however, possible for 0' - j3 to be negative in which case 
the particle strikes r= 0 first, which is a singularity. 
It is also clear that t becomes infinite at r=r~, which 
merely indicates that it is no longer a good coordinate; 
however, either u or w is finite at r=r~. From Eqs. (3) 
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and (7) we find that 

u' = [D + (sgnr')(D2 - H)1/2]/ H, 

w' = [ - D + (sgnr')(D2 - H)1 /2]/ H. 

(lOa) 

(lOb) 

It is then easily seen that at r=r~ (roots of H=O) u' 
(w') is finite if sgn(r'D)=-1 (+1). 

We now proceed to discuss the possible trajectories 
in more detail. In particular we divide all trajectories 
originating in a given region I into classes, as a function 
of E, X, and e, which have a given future history. From 
Eq. (7a) one sees that D may vanish along a trajectory 
only when H is negative, which happens in regions II and 
II. There may then exist trajectories for which D 
changes sign while the particle is passing through 
such a region. This would then change which of u or 
w is finite as the boundary of the region is crossed, 
and therefore change which boundary is crossed. For 
sufficiently large r, D and E must have the same sign 
[Eq. (7c)], so that D is positive in region I and negative 
in I'. We now restrict consideration to particles origi­
nating in region I, while in this region the energy is 
given by Eq. (8) with a plus sign and is, of course, a 
fixed number for a given traj ectory thereafter. Defining 

v~ = eX/r± [H(r)]1/2, (11) 

we see that for r>r+, Eo;, V+, but for r<r_, we have 
either Eo;, V+ (if D>O) or E~ V_ (if D<O). There are 
then five possible types of traj ectories, In Fig. I is ex­
hibited an E,X plane, for a specific choice of e=O,8 m, 
which is divided into regions according to the future 
history of a trajectory with those initial conditions, If 
X ~ - 1 then the traj ectory ends at the singularity r = 0 
in region III [type (a)]. If - 1 < X ~ 0, then the traj ectory 
enters region Ill, reaches a minimum value of r and re­
bounds through IT back into another I region [type (b)]. 
However, when X> 0, there are more possibilities since 
D now may change sign. For 0 <X< 1, if E> eX/r_ the 
minimum r lies in region III as above, But for E < eX/ r_ 
an infalling particle starting in region I enters region 
II and, at some point in region II, D becomes negative, 
The particle must then continue into region III', reach 
a minimum value of r there and rebound back into IT, 
where D becomes positive again, allowing it to exit into 

E 

3 

2 

(a) 

o 

-1 

(b) 

(c) 

o 

(cj) 

No allowed 
traJectories 

2 X 

FIG. 1. Determination of the future history of a trajectory 
which originated in region I with given values of the energy per 
unit mass, E, and the charge per unit mass, X. 
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FIG. 2. Typical examples of different types of radial trajec­
tories on the extended Reissner-Nordstrom manifold. The 
particular values chosen for these curves were: 
(a), E=05, X=-2, to=-13.57 m; (b), E=0.3, X=-0.7, to 
=-4.SSm; (c), E=0.7, X=0.5, to=-S.74m; (d), E=0.96, X 
=1.2, to=-23.09 m; (e), E=2.0, X=4.2, to=-2.71 m. 

another region I [type (c)]. 

If 1 ~X~ m/e, then there are three possibilities. If 
E < A., the trajectory enters into region nI' (D < 0) and 
hits the singularity at r== 0 [type (d»), where A* == (mX 
± (Xl! _1)1/2(m2 - e2)1/2]/ e. If m/ e < X, there are four 
possibilities. If E < 1, the traj ectory is of type (c), end­
ing at r == 0 in nI'. If 1 ~ E < eX/ r. the traj ectory will 
stay in region I, eventually going toward r== + 00 [type 
(f)]. If A. < E, then one has traj ectories of types (d), (c), 
and (b), as shown in Fig. 1. However, for 1 < E < A., 
the situation is more complicated because V.(r) has a 
maximum at r == s, 

So if the initial value of r is greater than s, the traj ec­
tory will stay always in region I, eventually going toward 
r == + 00. If the initial value of r is less than s, the tra-
j ectory will end at r == 0 in region nI' [type (e), a choice 
between motions of types (d) and (f).]. For larger val­
ues of E there are trajectories of types (d), (c), and (b), 
as is shown in Fig. 1. In Fig 0 2 typical examples of 
these various possible trajectories are shown on the ex­
tended manifold for a fixed (] and ¢. 

We note that for X < 0 there exist traj ectories for 
which the energy is negative; i.e., states in region I 
for which E < 0 even though D> O. These traj ectories 
are an indication that the energy of electrical attraction 
can be so negative as to overwhelm the energy associ­
ated with the rest mass. 9 In the case E < 0 the maximum 
value of r for the orbit, d, must satisfy 

m + (m2 - e2)1/2 == r. ~ d ~ m + (m2 - e2 + e2)(2)l/2. (13) 

For any particular fixed value of E, with D> 0, there 
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is a maximum value of X for which that E can be real­
ized by a particle on a radial orbit-Xmax = Er.l e. For 
X==Xmax ' d==r. and the gap between states with positive 
D is zero, Therefore, increasing X so that X>Xmax 
causes D to become negative, and the value of d now in­
creases with increaSing X, but the starting point of the 
motion is in region I'. Also the energy is now positive 
since the energy has been seen to be - E in region I' . 

We consider in detail a sequence of particles all re­
leased at the same starting pOint, d> r., but such that 
the members of the sequence have increasing charge to 
mass ratio, X. Since all the particles are momentarily 
at rest at r == d, the energy depends on d, and is given by 

Ed = eX/ d + [H(d)]1/2, (14a) 

with the turn around point at minimum r given as 

(14b) 

Starting with X == 0 and looking at particles with larger 
and larger values of X, one obtains trajectories of type 
(b), above, similar to geodeSic trajectories. But as X 
approaches 

X ==r.\ d-r. /1/2 <1, 
oed - r. 

d. approaches r. and U., the value of u at r==r., ap­
proaches + 00. For X> Xo, D(rJ < 0 and w. is finite 
rather than u., while d. is again less than r. but in re­
gion nI'. So the trajectory now exits from region II into 
nI' [type (c)]. Increasing X further to X==l, we find that 
the particle hits the singularity at r = 0 in region III' 
(type (d)]. However, there is a point at which the charge 
to mass ratio gets so large that there is no longer an 
attractive force at r == d. For X greater than 

a particle released at r==d, momentarily at rest there, 
will be repelled toward r == 00, all in region I [type (f)]. 

It is seen that a full set of (radial) trajectories on the 
extended manifold requires use of both the plus and the 
minus sign for the energy in Eq. (8). On those trajec­
tories for which D changes Sign, one must use both signs 
in Eq. (8) for a single traj ectory. Also note that even in 
the case where the collapsing matter which caused the 
horizon is not ignored, the trajectories of types (c) and 
(d), as well as (f) are perfectly feasible since the matter 
lies only in unprimed regions lO and no collision with it 
occurs for these orbits. 

lR.H. st. John and J.D. Finley III, J. Math. Phys. 15, 147 
(1974). 

2R. Ruffini and A. Treves, Astrophys. Lett. 13, 109 (1973) 
and R. Ruffini, in Black Holes, edited by C. deWitt and B. S. 
deWitt (Gordon and Breach, New York, 1973), p. 525. 

3We use units in which c = 1 = G. When observed from very far 
away, the central region has mass m and electric charge e, 
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which we assume is positive. For purposes of comparison, 
in Gaussian units, with c = 1 = G, the charge of a single proton 
is 1. 381 X10-39 km = 9. 353 X10- 4o solar masses. 

4J.C. GravesandD.R. Brill, Phys. Rev. 120, 1507 (1960). 
5B. Carter, Phys. Lett. 21, 423 (1966). Note, however, that 
his figure (Fig. 1b) relevant to the case 0 < flo < m2 does not 
correctly indicate the locations of the singularities r=O. [A 
similar figure is also in Misner, Thorne, and Whee ler, 
Gravitation (Freeman, San Francisco, 1973), Fig. 34.4.] 
There is no allowable choice of the function h(z) [Eq. (6)] 
which makes the singularity a vertical line in the t,1/! plane, 
since h(z) may not be solely even or odd, except when e2 =m2• 

It is always a curve with two symmetrical bulges toward the 
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1/! axis, as indicated in Fig. 2, where the choice h(z) 
= e-K- z _ (!"K.z has been made. 
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7See Ref. 1 for a complete discussion of this. 
BSee also R. Ruffini and D. Chrsitodoulou, Phys. Rev. D 4, 
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by R. Ruffini, in Black Holes, p. 503 (see Ref. 2). 

1oFor example, see Ya. B. Zeldovich and I. D. Novikov, Rela­
tivistic Astrophysics (Univ. of Chicago Press, Chicago, 
1971), p. 147. 



                                                                                                                                    

A general method for obtaining Clebsch-Gordan 
coefficients of finite groups. I. Its application to point 
and space groups 

Isao Sakata 

Department of Physics, Osaka City University, Osaka, Japan 
(Received 7 September 1972) 

A general method is developed for obtaining Clebsch-Gordan coefficients of finite groups. With this 
method Clebsch-Gordan coefficients are obtained in a matrix form, whereas the so-called 
basis-function generating machine generates these coefficients one by one. The method is applied to 
double point group 03 , the point group T, and the nonsymmorphic space group Oli,. It will be 
shown that the method can be simplified by the conservation law of the reduced wave vectors when 
applied to space groups. 

1. INTRODUCTION 

In case when Clebsch-Gordan (or CG for short) 
coefficients of a given finite group are to be obtained, 
one usually makes use of the so-called basis-function 
generating machine to obtain them. 1 In this method, by 
the successive applications of projection and step opera­
tors to the basis functions for a direct product repre­
sentation' one can generate basis functions one by one 
for the irreducible representations which are to be ob­
tained by reducing the direct product representation. 
Since this method is somewhat heuristic, one sometimes 
makes vain efforts. If one operates a projection opera­
tor on a product basis function and obtains a vanishing 
result, one must operate it on another function. And 
this procedure must be repeated until a nonvanishing 
result is achieved. 

A prescription to be presented in this paper straight­
forwardly gives in a single matrix a whole set of CG 
coefficients for a direct product of two irreducible 
representations. Moreover, the prescription is found 
to be very useful when applied to space groups. 

In Sec. 2 a theorem is presented which provides us 
with a Similarity transformation matrix connecting two 
equivalent irreducible representations. Klauder and 
Gay's method2 to induce the irreducible representations 
of solvable groups proves to be a special case of this 
theorem. In Sec. 3 the theorem is extended to reducible 
representations, leading to a general prescription for 
obtaining CG coefficients. In Sec. 4 the prescription 
is applied to two point groups D3 and T. In Sec. 5 the 
prescription is also applied to a nonsymmorphic space 
group D~~ (P4 2/mnm), the symmetry group for the rutile 
structure in paramagnetic phase. Through this applica­
tion, it will be shown that the prescription can be sim­
plified by the conservation law of the reduced wave 
vectors when applied to space groups. 

The discussion in this paper is limited to unitary 
groups. The extension of the method to antiunitary 
groups will be discussed in a later paper. 

Since every representation of finite groups is equiva­
lent to a unitary representation we assume, without loss 
of generality, that all the representations appearing in 
this paper are unitary. 

In addition, Schoenflies' notation is employed to ex­
press point groups and space groups. 

2. A MATRIX CONNECTING TWO EQUIVALENT 
IRREDUCIBLE REPRESENTATIONS 

The starting point for this paper is the follOwing 
theorem: 

If D and D' are two equivalent irreducible represen­
tations of a finite group G, being related by a unitary 
matrix U through 

D'(r)= UD(r)rP for every element r in G, (1) 

then a matrix given by 

L D'(r)AD(r)t (2) 
TEG 

is equal to the matrix U in Eq. (1) apart from a constant 
factor, where A is an arbitrary matrix. 

Proof: Consider a matrix 

L: D(r) BD(r)t, 
rEG 

(3) 

where B is an arbitary matrix. The matrix (3), which is 
well known as a matrix utilized to prove the orthogonali­
ty relation for the irreducible representations, is by 
Schur's lemma equal to a scalar multiple of unit matrix: 

L: D(r)BD(r)t =.\.1. 
rEG 

If the matrix B is replaced by a matrix A through 
B= UtA, Eq. (4) becomes 

L D(r)rPAD(r)t =.\.1. 
rEG 

Multiplying this by U on the left, we get 

.\.U= L D'(r)AD(r)t, 
rEG 

where the relation (1) is used. Thus the theorem is 
proved. 

(4) 

(5) 

(6) 

If, in the above discussion, G is an invariant subgroup 
of prime index of some larger group and D is a self­
conjugate irreducible representation, then the matrix 
(2) is equal to the matrix C(X) in Klauder and Gay's 
paper,2 where X is used for A. 

According to the above theorem, when two irreducible 
representations D and D' are proved equivalent, i. e. , 
when characters of D and D' are the same, one can find 
out the matrix U in Eq. (1) by calculating the matrix (2). 
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3. A GENERAL METHOD FOR OBTAINING 
CLEBSCH-GORDAN COEFFICIENTS OF 
FINITE GROUPS 

In this section we shall discuss a general method for 
obtaining CO coefficients of finite groups. This is done 
by extending the theorem of the last section to reducible 
representations. 

Let D be a reducible representation of a finite group 
G, and consider the matrix 

L. D(r)BD(r)t, (7) 
rEG 

where B is an arbitrary matrix. Assume that D is com­
pletely reduced to a direct sum of two irreducible rep­
resentations D(l) and D(2)3: 

[

D(l)(r) OJ 
D(r) = for every r in G. ° D(2)(r) 

(8) 

Corresponding to the block diagonal form of D, let us 
block off the matrix B in a similar way. Then the matrix 
(7) can be written as 

6 D(r)BD(r)f 
rEG 

=[~ D(l) (r)BllD(l) (r)t ~ D(l) (r)BI2 D(2) (r)t] . 

L D(2) (r)B2I D(I) (r)t L: D(2) (r)B22 D (2) (r)t 
r r 

In the matrix of the right-hand Side, if D(l) and D(2) are 
inequivalent, the diagonals are scalar matrices and the 
off-diagonals are null matrices, i. e. , 

[

xl 
.L D(r)BD(r)t = 

rEG ° (9) 

The scalar constants X and J-L are related to the traces 
of Bll and B 22 , respectively. 

Now let us denote by D' a reducible representation to 
which the completely reduced representation D given by 
(8) is transformed by a unitary matrix M: 

D'(r)=MD(r)Mt for every r in G. (10) 

ReplaCing B in (9) by MtA and multiplying both sides of 
(9) on the left by M, we obtain the matrix equation 

[

XMll J-LMI2] L D'(r)AD(r)t = , 
rEG XM21 J-LM22 

(11) 

where the relation (10) is used. 

The representation D' in (11) can be general reducible 
one. If, in particular, D' is a direct product represen­
tation of two irreducible representations D(O/) and D($), 

then the matrix on the left-hand side of (11) provides us 
with unnormalized CG coefficients. In other words, CO 
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coefficients are obtained by normalizing the columns of 
the matrix 

Fo/X$(G) = L [D(O/)(r) XD(B)(r)]AD(r)t, (12) 
rEG 

where the symbol x stands for the direct product of two 
irreducible representations, and D is a completely 
reduced representation for D(Ot) xD($). 

Before applying above results to practical problems 
we shall mention two pOints which will prove useful later 
on. 

If a group G has a subgroup H, the group G can be 
expressed as 

where aI' a2, ••• , am are coset representatives of G 
with respect to H; we can take a l == e (the identity ele­
ment). In this case, calculation of the matrix (12) is 
practically Simplified in the following two steps. Let us 
first calculate the matrix 

F"'XB(H) = I. [D(Ot)(r) XD($)(r)]AD(r)t (13) 
rEa 

summed over all the elements of H, then the matrix for 
G 

Equation (14) is clearly identical with FOtXB(G). 

When G is a double rotation group, there exists a 
barred element r for any element r of G. If r is a rota­
tion through an angle cp about some axis, the r may be 
interpreted to be a rotation through an angle cp +211 about 
the same axis. Representations of a double group can be 
classified into two types according to whether D(r) =D(r) 
or D(r) = -D(r). Since in either case the relationship 
holds 

it is sufficient to take summation in (12) or (13) over 
only the unbarred elements of the double group. 

4. TWO EXAMPLES: 53 AND T 

We are now in a position to apply the prescription (12) 
or (14) to practical problems. Let us first take the 
double point group 53 as an example. The group 53 has 
C3 as a subgroup of index two: 53 == C3 + C2xC3 , where C2X 

is a rotation by 11 around the x axis. The matrices in 
six irreducible representations of 53 are given in Table 
I for three elements of (:3 and for C2x ' Among these 
representations, D 1 , D 2 , and Ds are the representations 
such that D(r) =D(r), and D3 , D4 and D5 are otherwise. 

Let us conSider a product representation D5 XDs, 
which is reducible to D3 + D4 + D5 • In Table I, the 
matrices in D5 XDs are also shown. Thus Eq. (13) is 
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TABLE 1. Irreducible representations and a direct product representation D5 XD6 of °3, a 

+ 

+ 

E 

(1) 

(1) 

(1) 

(1) 

o a II a l2 a l3 al4 1 0 0 0 

o a 21 a22 a23 a24 0 1 0 0 

o a 31 a32 a 33 a 34 0 0 1 0 

1 a 41 a 42 a 43 a 44 0 0 0 1 

- 1 0 0 0 all a l2 a l3 a 14 

o _w2 0 0 a ZI a22 a23 aZ4 

o 0 w 0 a3l a32 a33 a34 

o 0 0 - 1 a41 a42 a43 a44 

1 0 0 0 all al2 a l3 a14 

o - wOO a Z1 a 22 a 23 a Z4 

o 0 W
Z 0 a 3! a 32 a 33 a 34 

o 0 0 1 a 41 a 42 a 43 a 44 

-1 0 0 0 

o -1 0 0 

o 0 _w2 0 

o o 0 w 

1 0 0 0 

o 1 0 0 

o 0 -w 0 

o 0 0 

-_6X 0 0 0 a Z4 ( '/3) , w =exp 7f1 , 

and also Eq. (14) is 

o o 0 0 - 1 all al2 0 0 

o 0 0 aZ4 0 0 - w2 0 0 0 0 aZ4 

o 0 a 33 0 + 0 - wOO 0 0 a 33 0 

o 

- i 0 

o 
x 

o 0 

o 0 

o 
o 
o 

_W Z 
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(1) 

(1) 

(-1) 

(-1) 

(1) 

(1) 

(1) 

(1) 

[
W2 OJ 
o -w 

r- w 
0 J 

L 0 w2 

all + ia41 a l2 - ia42 

o 
o 

o 
o 

o 

C'lx 

(I) 

(-1) 

(i) 

(-i) 

o 
o a24 -a33 

a33 - a24 0 

o o 

In this matrix, the first column gives us CG coefficients 
of Ds XDs into D3, the second column into D4 , and the 
third and the fourth columns into Ds. NormaliZing each 
column of the above matrix, we have 

1//2 

o 
o 

-i/12 

1/12 
o 
o 

i/12 

o 
o 

-1 

o 

o 
1 

o 
o 

apart from a constant factor of absolute value unity. 
Thus we obtain Table II for the CG coefficients of Ds 
XDs of double point group Ds with respect to bases which 
transform according to Table I. 

In some cases, we do not need all of the CG coeffi­
cients for the decomposition of Ds XDs into D3 + D4 + Ds 

TABLli II. Clebsch-Gordan coefficients for .55 xD6 of point 
group D.! with respect to bases which transform according to 
Table 1. 

1];Pjr>1];I(D~ 

1];1(Dr>1];2(D~ 

1];2(Dr>1];I(D~ 

1]; 2(Dr> 1]; 2(D~ 

1/5 

o 
o 
-i/E 

1/5 

o 
o 
i/5 

.... 0· . 

o 
-1 

o 

o 
1 

o 
o 
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TABLE III. Irreducible representations of point group T. a 

T 

a€ = exp(2rri/3). 

E 

(1) 

(1) 

(1) 

C2x 

but only the coefficients into, say D5 (i. e., the part 
shown by dotted lines in Table II). In such cases, it is 
sufficient only to calculate a matrix 

L [D5 (r) XD 6(r) jAD 5(r)t, (15) 
rEIl:3 

where A is a 4 x2 rectangular matrix. First, carrying 
out the summation over the elements of C3 we get 

1 000 

o 1 0 0 

o 0 1 0 

o 0 0 1 a4 1 

+ 

+ 

-1 0 0 

o 0 w 

o 

100 

o -w 0 

o 0 w 2 

o 

o 
o 

o o 0 1 

o 
o 
o 

a32 

f-w 0 J 
L 0 w

2 

TABLE IV. The Clebsch-Gordan coefficients of D4 XD 4 into D4 

for point group T. The constants a, b, C, and d are determined 
in the text. 

1/!1 (D4)</>1 (D4) 

1/!1 (D4) </>2 (D 4) 

1/!1 (D4)</>3 (D4) 

1/!2(D4)</>1 (D4) 

1/!2 (D4) </>2 (D 4) 

1/!2 (D4) </>3 (D4) 

1/!3 (D4)</>1 (D4) 

1/!3 (D4)</>2 (D4) 

1/!3 (D 4) </>3 (D 4) 

o 
o 
o 
o 
o 
a 

o 
b 

o 

o 
o 
b 

o 
o 

o 
a 

o 
o 

o 
a 

o 
b 

o 

o 
o 
o 
o 
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o 
o 
o 
o 
o 
C 

o 
d 

o 

o 
o 
d 

o 
o 

o 
C 

o 
o 

o 
C 

o 
d 

o 

o 
o 
o 
o 

o 
o 

o 

o 0 

(1) 

(1) 

(1) 

(1) 

where'" means that a numerical factor common to all 
the elements of the matrix is neglected. Then, augment­
ing this with the matrices for C2X' we have 

o 
o 

o 

o 

o 
o 

o 
o 

+ 0 

o o -1 0 0 

-w 0 

1 o 0 

o 

o 0 

o 
o 
o o 0 

and the part in Table II is obtained. 

fO -w] 
L-w2 

0 

In this way one can obtain CG coefficients whenever 
irreducible representations concerned are known. 

In the above example, we have considered the case in 
which an irreducible representation is contained only 

TABLE V. Group multiplication table of the double point group 
D4• 

c-1 
4 
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FIG. 1. Stars for the points X, W, A, and V of the group BU. 

once in a direct product representation. Next, we shall 
consider a case where one and the same irreducible 
representation occurs in a direct product representation 
more than twice. Let us take the point group T as an 
example. 

The point group T contains D2 as a subgroup and can 
be written T=D2 +C3(111)D2 +C~(111)D2' In Table III 
the irreducible representations of T for four elements 
of D2, C3(111), C~(111) are given. A direct product rep­
resentation D4 XD4 contains the irreducible representa­
tion D4 twice: D4 xD4 =D1 +D2 +D3 +2D4• A similar cal­
culation as in the above example gives us 

o 

o 0 

o 0 

o o 
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Thus the CG coefficients of D4 XD4 to two D 4 's turn out to 
be those shown in Table IV. 

A remaining problem is to determine the constants 
a, b, and c, and d in Table IV. But these constants can 
take arbitrary values so long as they satisfy the ortho­
normality condition of CG coefficients. The reason for 
this is that, as easily be seen, the matrix F'''6(G) 
satisfies the relation 

(16) 

irrespective of whether D lal XD l6l contains an irreduc­
ible representation only once or more than twice. Thus 
we can choose a=1, b=O, and so c=O, d=1; or, if 
the resulting basis functions are to be symmetric and 
antisymmetric product, we conveniently choose a = b 
= 1/[2 and c = - d = 1/12, respectively. 

5. APPLICATION TO SPACE GROUP 

We will consider the nonsymmorphic double space 
group D!~, the symmetry group for the rutile structure 
in paramagnetic phase (see Table V); the irreducible 
characters were given by Dimmock and Wheeler. 4 

Unless otherwise noted, various notations in this section 
follow those of Dimmock and Wheeler. 

Every irreducible representation of space group is 
specified by a star of reduced wave vector, and is easily 
induced from a small representation. 5 In Fig. 1 the 
stars of k, and kw, the reduced wave vectors for pOints 
X and W, respectively, are shown together with the 
stars for pOints A and V. Looking at these stars, we 
see that a direct product representation of an irreducible 
representation for the point X and that for W is, in 
general, reducible to a direct sum of the irreducible 
representations for the point A and those for point V. 

TABLE VI. Small representations for the point X(O, 'Tria, 0) of 
the group DU. 

{EI t} 

xexp{ikx • t) 
{II t} 

xexp[ikx ' (t + '1') I 
{O""" I t+'I'} 
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TABLE VII. Small representations for the point W(O, rr/a, y) of the group Dl~. a 

t:..(Wj ) 6.(W2) 

{EI t} [~ ~J (1) 

{C2 I t} [~ -n (i) 

{O"v) t+"T} [ 0 iexp(iCY/2)J 
- iexp(- icy/2) 0 

(-i) 

{O"!I)Ilt+"T} [ 0 - i exp (in /2) J 
-iexp(-in/2) 0 

(-1) 

aO<y< rr/c. 

In Tables VI through IX the small representations for 
these pOints are listed, which are obtained by making 
use of solvability of space groups. 6 The ith small rep­
resentation for a point P in the first Brillouin zone is to 
be denoted by t:..(Pj) in these tables, where the barred 
representation A(Pj) is a small representation in which 
the matrix for r and that for r differ in sign. 

An irreducible representation of space group is in­
duced from each small representation. 5 Let us denote 
by D(Pj) the irreducible representation which is induced 
from t:.. (Pj). As an example, consider the CG coefficients 
into Jj(A7) of a direct product representation D(Xl) xjj(W2 ), 

which is reducible to jj(A6) +D(A7 ) +jj<V6) +D<V7 ) accord­
ing to procedure described in Ref. 7. These coefficients 
are obtained by calculating the matrix 

.z::: L [D(Xl)C{aIV(a) +t})xjj(W2 )C{aIV(a) +t})]A 
" t 

ojj(A 7 )C{aIV(a) +t})t, (17) 

where a is the rotational part of the elements of space 
group, v(a) the shortest nonprimitive translation vector 
associated with a, and t the primitive translation vec-

is (Wg) is(W4) '3. (W5) 

(1) (1) (1) I xexp(ikw' t) 
(- i) (i) (- i) 

(i) (i) (- i) 

I xexp[ikw' (t+"T)] 
(-1) (1) (1) 

tor. The irreducible representations D(X1 \ jj(W 2 \ and 
D(A 7 ) are induced from the corresponding small repre­
sentations. For instance D(X1 )({C2b lt}) is obtained as 

0 0 eikx' t 0 

0 0 0 (18) 
0 0 0 

0 _ ejC2akx' t 0 0 

TABLE VIII. Small representations for the point A(O, 0, y) of the group fil~. a 

t:..(At) t:..(~) t:..(A3) t:..(A4) t:..(A5) is (As) is (A7) 

{EI t} (1) (1) (1) (1) Dn [~ n [~ n 
{C2 1 t} (1) (1) (1) (1) [-1 0] [i 0 J [i OJ o -1 o -i o - i 

[~ -n [~ -~] [~ -~J 
X exp (ZKA • t) 

{O"da I t} (1) (-1) (-1) (1) 

{O"db I t} (1) (-1) (-1) (1) [-~ n [~ ~J [~ ~J 
{C4 It+"T} (1) (1) (-1) (-1) [~ -~] [b -i~] [-b ~J 
{C:jll t+"T} (1) (1) (-1) (-1) [-~ ~ ] [-i~ OJ [i~ OJ 

O'~ o -~ xexp[ikA ' (t+"T)] 

kvx1t+"T} (1) (-1) (1) (-1) [ 0 -1] [ 0 -i~J [~ i6 J -1 0 -~ 0 

{O"!I)Ilt+"T} (1) (-1) (1) (-1) [~ ~] [i~ 6J 
[ 0 -~J 
-i~ 0 

ao < Y< rr/ c, ~ ~ exp(irr/4). 
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TABLE IX. Small representations for the pOint V(1T/a, 1T/a, ')I) of the group Dl.~. a 
.c.(Vj) .c.(V2) .c.(V3) .c.(V4) .c.(V5) LS(Vs) LS(V7) 

{Elt} (1) (1) (1) (1) [~ ~J [~ n [~ n 
{C2 1 t} (1) (1) (1) (1) [-1 OJ [i OJ ~i OJ o -1 o - i o - i 

[~ -~ J [~ -~J [~ -~J 
Xexp(zKy' t) 

{<Tda I t} (1) (1) (-1) (-1) 

{udb I t} (1) (1) (-1) (-1) [-~ ~J [~ ~J ~ ~J 
{C4 1 t+T} (- i) (i) (-i) (i) [ 0 -9 J - 9* 0 [-in oJ o -n r6 ~J 
{C:jjl t+ T} (- i) (i) (-i) (i) [~* ~J [-n .0J [6 i~J o - zn xexp[ZKy' (t+T)] 

{<TV>' I t +T} (- i) (i) (i) (- i) [0 - 9J [~ -6J [-~ 6J 9* 0 
{<Tvyl t+T} (- i) (i) (i) (- i) [-~* n [~ - i6 J [ 0 inJ -n 0 
ao< ')I<1T/C, 9 = exp (ic')I/2). n = exp(i1T/4). 

where {E I O} and {C 2a l O} are chosen as coset representa- and 
tives of the whole space group with respect to the group 
of kx. Multiplication of point group elements in (18) is 
carried out USing the group multiplication table of D4 
given in Table V. If {l/J(kx , Xl' 1), lp(kx, Xl> 2)} is to be a 
basis for .c. (X 1 >, then a basis for (18) is 

={lP(kx ,X1,1), ,p(kx. X1>2), ljJ(C2a kx ,XI ,1), ;Ji(C2a kx ,X1>2)}, 

where the plus sign stands for the direct sum. In a 
similar way we get 

ie ikw' t 

o 
o 
o 

(19) 

0 0 ie lkA '! 

_ie~.} V",'({C» It}) =( 0 
0 0 

ielC2akA·t 0 0 
0 _ielC2akA'! 0 

(20) 

The bases for these irreducible representations are 

{ljJ(kw, W2), ljJ(C2akW' W2 ), ljJ(Ikw, W2 ), l/J(CTdak w, W2 )}, 

and 

{l/J(kA> A7, 1), ,p(kA , AH 2), lP(C2a kA> A" 1), lP(C2a kA , A" 2)}, 

respectively. 

Substituting Eqs. (18), (19), and (20) into (17), there 
appear elements specified by the factor exp(ik y ' t) or 
exp{iC2.ky·t) in the 16x16 matrix D(Xl) ({C 2b I t}) 

TABLE X. Clebsch-Gordan coefficients of a direct product representation D(XI)xD(W2) into 1)(1.7) of the group DU. 

l/I(kx. X j.1)l/I(kw. W2) 

l/I(kx. XIo1)l/IUkw. W2) 

l/I(kX. X Io 2)l/IO<w, W2) 

l/>(kx.XIo 2)I/>Ukw, W2) 

I/> (C2akx • XI. 1)1/> (C2akw, W2) 

I/>(C2akX,Xj.1)1/>(<Tdakw, W2) 

I/>(C2akx.Xj.2)I/>(C2akw. W2) 

I/> (C2akx , XI. 2)1/> (<Tdakw. W2) 

w(kA. 1\.70 1) w(kA. 1\.7.2) 
-

1/.f2 0 1 

0 0 
0 exp(-7Ti/4)/.f2 

0 0 
0 0 
0 1I.f2 

0 0 
I 

I exp(-7Ti/4).f2 0 L. ____________________ -..J 
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W (C2akA• 1\.7 .1) w(C2akA• A7.2) 

0 0 
0 -1/.f2 

0 0 
- exp(- 7Ti/4).f2 0 

1/.f2 0 
0 0 
0 exp(-rri/4).f2 

0 0 
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x15(W2)({C 2b lt}). But we need not consider these ele­
ments, since the sum over t of these elements multi­
plied by any element of 1)(A71( {C 2b I t })t vanished. There­
fore we can neglect in the summation over t the rows I 

0 0 o 
0 0 

0 0 0 _ieitA"I 

o 
o 
0 

and columns containing the factor exp(iky' t) or 
exp(iC2a k y ' t) in the 16 x16 matrices of (17). Thus the 
terms for which a = C2b of (17) are Simplified to the 
form 

0 0 

o 
o 
o 
o 
o 
o 

o 
o 
o 
o 
o 

o 
o 
o 
o 
o 

0 0 _ ieiC2akA' t 

o 
o o o 

o 
o 

I; 
t ieiC2atA' t 

o 
o 

0 0 0 

0 0 

0 0 

o 0 0 

where A is an arbitrary 8 x 4 rectangular matrix. For 
other a's than Cab we can simplify the calculations in a 
similar way. The rows and columns to be neglected in 
the 16 x 16 matrices are common to all elements of the 
space group. In such a way we finally obtain for (17) the 
following matrix: 

{3 0 0 0 

0 0 0 -f3 

0 (3exp(- 7Ti/4) 0 0 

0 0 - (3exp( - 7Ti/4) 0 

0 0 (:3 0 

0 f3 0 0 

0 0 0 f3exp(- 7Ti/4) 

,Bexp( - 7Ti/4) 0 0 0 

(22) 

where (3 = all + aS3 - aa4 + a62 + i(aSl - a43 + a74 + a3a ) 
xexp(- 7Ti/4) and the a//s are elements of the matrix A. 
In calculating (22), we have made use of the fact that 
the space group D!~ can be written as 

D~! = H +{I I O}H +{c4 IT}H +{s~lIT}H, 

where the subgroup H is 

H=[{Elt}, {.Elt}, {calt}, {c2 It}, {c2a lt}, {c2a lt}, 

{cablt}, {C2b lt}]. 

We may take the normalizing constant f3 to be 1/fl. 
Thus Table X is constructed. 

It is to be noted that there is more Simplified calcula­
tion to obtain Table X. First, obtain the C -G coeffi­
cients of D(X1 ) xj)(Wa) into only the basis functions of 
small representation A(A 7 ), i. e., the part enclosed with 
dotted lines in Table Xj it is sufficient to calculate sim­
plified matrices. Taking the element {C2b I t} as an exam­
ple again, the matrix (21) is simplified to 
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0 

0 

0 

0 

o 

0 0 ieikA' t 

0 0 0 
L ie/tA't 0 0 t 

0 _ ie/tAo t 0 

0 

_ie itA · t 

0 
A 

0 

o 
o 

0 

0 

_ie' itA · t 

0 

(21) 

0 

0 

0 

ie'itA' t 

(23) 

where A is an arbitrary 4 x4 matrix. The matrix (23) is 
obtained by deleting the rows and the columns of the 
8 X8 matrix in (21) which have the factor exp(iCaak A • t), 
the third and the fourth columns of 4 x4 matrix in (21). 
Such deletion is done for all other elements. The rows 
and the columns which should be deleted are common 
to all the elements of D~4. Carrying out the summation 
of (17) where matrices like (23) are substituted, the 
basis functions lJI(kA , A7> 1) and >Ir(kA , A7 , 2) are obtained. 
The remaining functions 1JI(C2a kA ,A7 , 1) and 
1JI(C2a kM A7I 2) are obtained by applying {C2a l O} to 
>Ir(kA ,A7 , 1) and >Ir(kA ,A7I 2), respectively. 
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coefficients of finite groups. II. Extension to antiunitary 
groups 
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A general method is presented for obtaining Clebsch-Gordan coefficients, in a matrix form, of finite 
anti unitary groups, as a direct extension of a general method for unitary groups. It is shown that 
there is an essential difference as well as apparent similarities between two methods for unitary and 
anti unitary groups. 

1. INTRODUCTION 

In a previous paper, 1 the author presented a general 
method for obtaining Clebsch-Gordan (or CG) coeffi­
cients of finite unitary groups and applied it to three 
examples. In the paper the starting point of our dis­
cussion was that a matrix, Eq. (3) of (I), 

~D(a )(r)BD(a )(r)t 
T 

is a scalar matrix by Schur'S lemma. From this we 
obtained a theorem by means of which a matrix connec­
ting two equivalent irreducible representations of uni­
tary groups can be found. And by extending the theorem 
to redUCible representations, we reached at a general 
method for obtaining CG coefficients in a matrix form. 

For antiunitary groups a theorem corresponding to 
Schur'S lemma for unitary groups does not hold; that is, 
for any irreducible corepresentation a matrix a 
satisfying 

aD(u) =D(u)a, aD(a) =D(a)a* 

is not necessarily a scalar matrix, where u and a are 
unitary and antiunitary elements, respectively. Never­
theless, taking account of similarity relationships [(2) 
below] characteristic to antiunitary groups, the methOd 
will be extended so that CG coefficients for antiunitary 
groups may be obtained in a matrix form similar to the 
case of unitary groups. As in (I), every corepresenta­
tion appearing in this paper is assumed to consist of 
unitary matrices. 

2. A GENERAL METHOD FOR OBTAINING 
CLEBSCH-GORDAN COEFFICIENTS OF 
ANTI UNITARY GROUPS 

Corepresentation D of antiunitary groups are charac­
terized by the multiplication rules 

D(u)D(u') =D(uu'), D(u)D(a) =D(ua), 

D(a)D*(u) ==D(au), D(a)D*(a') ==D(aa'); 

and two equivalent corepresentations D, D' are con­
nected by 

D(u) == atD'(u)a, D(a) == atD'(a)a*, 

(1) 

(2) 

where a is a unitary matrix. 2 In Eqs. (1) and (2) the 
elements u, u' are unitary and a, a' are antiunitary. If, 
in (2), D' is a product corepresentation and D is a 
corresponding completely reduced corepresentation, 
then a is a matrix whose elements are CG coefficients. 
ConSider a matrix 

F= 6 D'(u)ADt(u) + L D'(a)A*Df{a) 
uEH aEaoH 

(3) 

where H is the unitary subgroup of the antiunitary group 
under consideration, ao is an antiunitary coset represen­
tative, and A is an arbitrary matrix. Then we have 

FD(u') = 6 D'{u)AD(u-1u') + 6 D'(a)A *D*{a-V) 
u a 

=L D'{u'u")AD(u"-l) + ~ D'{u'a')A *D*{a'>l) 
u" a 

=D'(u')F, 

and 

FD{a') =D'(a')[L;D'*{a)AD(a-1
) + .0D'*(u)A*D*(u-1)] 

a u 

=D'{a')F*. 

That is, the matrix F satisfies the same equations (2) 
as a. Accordingly CG coefficients of antiunitary groups 
are obtained by orthonormalizing the columns of the 
matrix F as in the case of unitary groups. 

TABLE I. The irreducible corepresentations of antiunitary double point group D4 <D:!). 

E C2 E C2 Cz" BC, 

D1 (1) (1) (1) (1) (1) (1) 

D2 (1) (1) (1) (1) (-1) (1) 

Da (~ ~) (-1 0) 
0-1 (~ ~) (-1 0) 

0-1 (~ -~) G -~) 

G 
0 0 

D (~ 
O· 00) C 0 00) n 0 0 

D C' 00) G 
o 0 -') 

D( 
1 0 -i o 0 0-1 0 0 i 0 1 0 o 0 o ~i 0 
0 1 0 i 0 o 0 -1 0 0 -i o 0 0-1 1 0 0 
0 0 0 o -i o 0 0-1 0 0 o 0 1 0 000 
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TABLE n. Clebsch-Gordan coefficients of D3x D3 for the 
group D4 (D2) with respect to bases which transform according 
to Table 1. 

1JI(Dl) <I>(Dl) 1JI(D2) <I>(Dz) 

1/i(D3' 1) </>(D3, 1) 1/12 i/12 0 0 

I/i(D3, 1) </> (Ds, 2) 0 0 1/12 i/12 

I/J(D3• 2) </>(D3, 1) 0 0 -1/12 i/12 

w(Ds. 2) </>(D3' 2) 1/12 -i/12 0 0 

If we put 

Fu=:6 D'(u)AD(u- l
), 

uEH 
(4) 

we can write (3) as 

F= Fu + D'(ao)F:Dt(ao). (5) 

This equation simplifies calculation of F when we apply 
this method to practical problems. And also calculation 
of Fu can be further simplified when H has a subgroup 
[see Eq. (14) in (I)]. 

3. AN EXAMPLE 

Let us apply the above-mentioned method to a practi­
cal problems. We take an antiunitary double point group 
D4(1») =C4 + 0(D4 -D2), 0 being time inversion operator. 
The group 1)4(D2 ) can be written as 

D4 (02) = (E, C., E, ( 2 ) + C2x(E, C., E, ( 2 ) 

+ OC4 [(E, c2,if, C2 ) + C2x(E, C2 , E, ( 2)]. 

To know the irreducible corepresentations of DiD2) , it 
is sufficient only to show matrices for the elements 
E, C2 , E, C2 , C 2X , and OC4 , as listed in Table I. 

Consider a product corepresentation D3 XD3 which is 
reducible to 2Dl +2D2 • The matrix Fu of (4) is, in this 
case, 

where aij are elements of an arbitrary matrix A. The 
symbol'" means that a common numerical factor to all 
the elements of the matrix is neglected. Thus Eq. (5) 
becomes 
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0 0 

0 -1 0 
+ 

-1 0 0 

0 0 

au +atl al2 +at2 

0 0 

0 0 

a4l +ail a42 +ai2 

at2 0 

0 a:3 

0 aj3 

at2 0 

0 

a23 -at3 

a33 -a~3 

0 

o 0 

1 0 

o 1 

o 0 1 

We can arbitrarily choose four quantities au +atl> 
al2 +at2' a23 - aj3' and a24 -aj4 so long as unitary condi­
tions for F are satisfied. One choice is 

au +atl=1/,f2, al2+at2=i/,f2, 

a23 -ai3=1/vf2, a24 -aj4=i/,f2. 

In such a way we obtain Table II for CG coefficients of 
D3XD3 for the group D4(D). 

4. CONCLUSION 

Equation (3) for antiunitary groups is a direct exten­
sion of Eq. (12) in (I) for unitary groups. But we must 
notice that there is an essential difference as well as 
the apparent Similarity of these equations. Whereas the 
matrix 

L D(Q1)(r)AD(Q1)(r)t 
r 

for an irreducible representation D (01) of a unitary group 
is scalar, the matrix 

:6 D(C<)(u)AD(Q1)(u)t +:L D(Q1)(a)A *D(Q1)(a)t 
u a 

for an irreducible corepresentation D(Q1) of an antiunitary 
group is not necessarily a scalar matrix. 

The method presented in this paper can be applied to 
find CG coefficients for antiunitary space groups also. 
The conservation law of the reduced wave vectors will 
simplify the calculations of the matrix (3) as in the case 
of unitary groups [see Sec. 5 of (1)1. 
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We study a multicomponent version of the "A -B" model of Widom and Rowlinson, generalized in 
a symmetric way: There is an infinite repulsive interaction between any two unlike particles. We 
consider both lattice and continuum versions of the model and show that the "demixing" transition 
occurs for any finite number M of components, all having the same activity. No conclusion can be 
drawn about this transition in the limit M ~ 00. It is shown, however, that another transition, in 
which the density is greater on one of the sublattices, appears at a finite value of M which persists 
for all larger M at any fixed value of the activity. In the limit M~oo, z~O, Mz=', const, this 
system apparently becomes "equivalent" to a one-component system with activity , in which there is 
an exclusion for occupancy of nearest neighbor sites. The latter transition then becomes the "hard 
square" transition. 

I. INTRODUCTION 

Widom and Rowlinson introduced a modell for fluid 
systems which has been quite fruitful. The model postu­
lated two types of particles (A and B), each of which had 
no interaction with other molecules of the same kind. 
Between unlike molecules, however, there was an in­
finite repulsive interaction. Widom and Rowlinson dis­
cussed the thermodynamics and symmetry of the de­
mixing transition predicted to occur at high activities, 
and also showed the equivalence of the two-component 
model with a one-component model having many-body 
forces. 

Lebowitz and GaUavotti2 constructed a lattice version 
of the A-B model in which the A-B interaction was 
+ 00 for separations of one (or zero) lattice units, and 
vanished otherwise. (This was their Model 1; other 
variations were also discussed. ) The Peierls' contour 
argument3 was employed to prove rigorously that the 
lattice version of the A-B model does in fact have a 
demixing transition. 

Ruelle4 then extended the proof to the original con­
tinuum model, where the only nonzero interaction was 
an infinite repulsion if the separation between an A 
particle and a B particle became less than some fixed 
distance R. Lebowitz and Lieb5 then showed that Ruelle's 
proof could be modified to cover the continuum case with 
a soft A-B repulSion, at sufficiently low temperature. 
Physically these A-B systems are analogous to the 
ferromagnetic transition in Ising spin systems and 
many results (e. g., inequalities) proven for the latter 
can be carried over to the former. 

In theories of liquid crystals it is often convenient to 
identify the various possible orientations of the asym­
metric molecules with the components of a mixture. 6 

As far as the elongated cores of the molecules are con­
cerned, the interactions between the "components" are 
repulsive and greater (in the sense of the excluded 
covolume of two molecules) for molecules with more 
dissimilar orientations. We have thus been led to con­
sider a caricature of this situation in the form of a 
multicomponent Widom-Rowlinson model. The number 
M of components is arbitrary; particles interact only 
with dissimilar particles, and then repulsively but sym­
metrically: the identity of the unlike species is unim-
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portant. To produce a more realistic model for liquid 
crystals it would be necessary for the repulsive inter­
action to vary with some appropriate measure of the 
difference in orientations of the molecules. 

For our purpose the various species will simply be 
numbered 1,2, ... ,M. We will primarily be concerned 
with the lattice version of the model, with infinite re­
pulsion between unlike molecules occupying neighboring 
sites. For simplicity we explicitly discuss the two-di­
mensional case. Some observations about the continuum 
version will also be offered. 

We will first show that the "demixing" transition of 
Widom and Rowlinson perSists for any finite number of 
components, for either the lattice or the continuum ver­
sion. Not surprisingly, our upper bound on the common 
critical activity of the components tends to infinity as 
M-oo. 

For the lattice model, however, there is another 
transition that appears for large but finite M and re­
mains at finite activities as M - 00. In this transition, 
the symmetry between the two sub lattices is broken, 
one of them having a higher density of particles. We 
call this the crystal (or "hard square") transition due to 
its apparent relationship with the phase transition of the 
hard square lattice gas. 7 This transition has no analog 
in the continuum system-at least none that is demon­
strable at the present time. 

A related but not equivalent model is the M-state 
Potts model. 8 In its Simplest form the model postulates 
M states for each lattice site, nearest neighbor inter­
actions being zero for like states and W"* 0 for unlike 
neighboring states. The "ferromagnetic" case W> 0 
has been most studied; the expected "Curie point" in 
zero field has been located as the self-dual temperature 
of the dual transformation. The ordered phases of the 
Potts model at low temperature are probably analogous 
to the almost-one-component phases of the present 
model at high activity, but the absence of a vacuum state 
in the former, i. e., empty sites which do not interact 
with any component, prevents an exact isomorphism. 

II. THE MODELS 

In the following two sections we will describe the de-

Copyright © 1974 American Institute of Physics 1712 
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mixing transition and the crystal transition. It is first 
useful to establish some general terms which will be 
used in all cases, lattice or continuum and for either 
transition in the lattice case. 

The interaction potential between a particle of type i 
and one of type j, at a separation r, is given by 

{ 
0 for Irl>R, 

cp .. (r)= I ') + "" for rl ';R, 

fori*j, 1.;i, j.;M. Fori=j we have 

for r*O, 
for r=O. 

(1a) 

(1b) 

In the continuum case R is the "hard core diameter" 
between unlike particles; in the nearest neighbor lattice 
case R is simply the lattice spacing. 

For any configuration of particles there is a unique 
decomposition of the particles into groups which we call 
clusters: Two particles belong to the same cluster if 
the particle configuration requires the two to be of the 
same type. Equivalently, given the set of particle loca­
tions, each cluster contains particles all of the same 
type. 

In each case to be discussed there is a particular way 
of defining an "outer contour piece, " 1'. Once that is 
done we will denote by boundary cluster of l' a cluster 
containing a particle interior to l' whose center is no 
farther than R from 1'. 

III. DEMIXING TRANSITION 

A. Lattice model 

We consider a rectangular region A of the two-dimen­
sional square lattice. Each site can be occupied by any 
of the M components-all of which have the same acti­
vity z. According to Eqs. (1), neighboring occupied 
sites must carry the same type of particle. We repre­
sent the particles as squares whose centers reside at 
the centers of the sites of the square lattice. If the 
lattice is completely filled, the corners of these squares 
define the dual lattice. 

We employ the Peierls argument to show that there is 
an activity zl(M) such that a phase transition occurs for 
some z < Zl (M). The technique is to impose a homogen­
eous boundary condition-say a band of particles of type 
1 all around the perimeter of A-and show that this 
boundary condition prejudices the equilibrium state 
throughout A. Specifically, we can show that for some 
z' (M), the total density of all components j * 1 is a 
decreasing function of z, whereas we know the total 
density is an increasing function of z. 

The proof is virtually already done in Ref. 2. On re­
reading that proof (for Model 1), wherever "A" is men­
tioned, we read "component-1"; wherever "B" occurs, 
we read "other-than-component-l. " 

The only change is in the definition of a "cluster" and 
the multiplicity of the configuration transformation. 
"Cluster" is defined in the preceding section; it is the 
same as in Ref. 2 except that the translation of "B" to 
"other-than-component-1" is not quite accurate. The 
bound on the multipliCity, m I GI, in Ref. 2 for the present 
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model becomes M31 GI. Each boundary cluster after the 
transformation is composed wholly of component-1 
particles, whereas prior to the transformation it was of 
some other component. Clearly there are no more than 
M31 GI boundary clusters of outer boundary C. 

This dependence of the multiplicity on M (see Eq. 
(3. 5), Ref. 2) means that z' depends on M and in fact 
tends to infinity as M - "".9 We cannot therefore, make 
any statement about a phase transition for the limiting 
case M- 00. 

B. Continuum model 

In the continuous case again there is very little that 
needs to be changed from the two component proof of 
Ruelle. 4 Again, we reread Ruelle's proof, inserting 
"other-than-component-l" wherever "B" occurs. There 
is a change needed in the configuration transformation, 
however. In the two component case, to "remove" an 
outer contour piece it suffices to simply interchange 
interior A and B particles. In the present case we modi­
fy only particles in boundary clusters. We need the ob­
servation that if outer piece l' has length 1 (in units of 
"little" square edge length d), then the number of bound­
ary clusters of l' cannot exceed 1/3. 

The change in the contour transformation of Ref. 4 is 
in its step (a) which is changed to read: "All particles 
in any boundary cluster of l' are changed to component 
1." As in the lattice case this introduces a multiplicity 
to the transformation and changes the estimate of the 
probability P(1') of outer piece l' to 

P(1') .;M l
i3 exp(-liz/2). 

This probability replaces Eq. (2) of Ref. 4 in the rest 
of the development. We can then show that if the activity 
z is sufficiently high (depending on M) the expectation 
value of the density of other-than-component-1 particles 
is strictly less than that of component 1. Again, how­
ever, no conclusion can be drawn for the limiting case 
M- "". 

IV. CRYSTAL TRANSITION 

We turn now to the "new" transition for the multicom­
ponent model. In the previous section we discussed the 
demixing transition induced by high activity and the 
packing requirement that particles be of the same type 
in order to achieve high densities. The "driving force" 
behind the present transition is somewhat different. The 
idea is that for modest activities and large M the chance 
is small that nearest neighbor sites will be occupied. 
Instead the particles will preferentially occupy one of the 
sublattices, since when only one sublattice is occupied 
there is no restriction on the species occupying any 
site, with a subsequent gain in entropy. In this way the 
"ordered" state of this model is similar to that of the 
nearest neighbor exclusion problem on the square lattice. 
The latter system has a well-known transition associated 
with sublattice ordering. 7 It must be shown, however, 
that this transition does actually occur at a bounded 
activity for finite M and perSists in some well-defined 
sense as M - "". We also suspect (for fixed large M) an 
upper activity limit on the stability of this sublattice 
ordering. 
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We use the technique employed by Dobrushin7b to 
prove the nonuniqueness of the equilibrium state for the 
nearest neighbor exclusion problem. Specifically, we 
shall show that for any positive activity z there is an 
Mo =Mo(z) such that the multicomponent lattice model 
with at least Mo components has the crystal transition. 
The criterion is that MO/Z4 be sufficiently large if z;;;, 1 
or that Moz be sufficiently large if z < 1. The latter case 
has a limit which we believe represents the hard square 
system: M - 00, z - 0, M Z = I: = activity of the hard 
square gas. The existence and identification of this limit 
can be proven explicitly in one dimension. (There is, of 
course, no phase transition in one dimension. ) Com­
bining this result with that of the previous section we 
conclude that the multicomponent model with large but 
finite number of components has two quite different or­
dered phases at finite activities. We do not have a very 
useful estimate of the minimum value of M for which 
both may be observed. 

A. Definitions 

To facilitate the proof it is convenient to introduce the 
following definitions, which are illustrated in Fig. 1. 

1. Contour segments: "bonds" of the square lattice, 
dual to the lattice of sites, separating two sites which 
are both empty or both occupied. (If both are occupied, 
then both particles must be of the same type. ) This de­
finition differs from that of Peierls (for the ferromag­
netic ISing model) but is the same as used by Dobrushin7b 
for the antiferromagnetic Ising model and the hard 
square lattice gas. 

2. Contour r: union of all contour segments, con­
sisting of various connected components. 

3. Pieces y /: smallest set of connected components of 
r, such that if two connected components are separated 
by a distance of no more than R (= lattice spacing) they 
belong to the same piece. r is then the union of the dis­
joint pieces Y1 , ••• ,Y n' 

4. Outer piece y: one of the pieces such that there is 
a path from the boundary reaching a segment of y with­
out crossing r. 

5. Interior site x: a lattice site such that a path from 
the boundary crosses y an odd number of times before 
reaching x. Otherwise a site is exterior to y. 

6. Boundary conditions, with checkerboard coloring 
of square lattice with black and white squares: white 
boundary condition means black squares on outer two 
rows and columns are vacant. White squares on very 
outer-most rows and columns are populated arbitrarily, 
i. e. each site contains anyone of the M species. Black 
boundary condition: white squares are vacant on two 
outer rows and columns and black squares on very 
outer-most rows and columns are populated arbitrarily. 
See the comment below in subsection B about these 
boundary conditions. 

7. Bottom segment of piece y: a horizontal segment 
adjacent to and beneath an interior site of y. Any other 
horizontal segment is a top segment. 

8. Distinguished sites of a configuration X producing 
contour r with outer piece y: 
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a. A-site (annihilation): interior occupied site beneath 
a top segment. 

b. L-site (liberated): an interior vacant site above a 
bottom segment (Lo-site); or an exterior occupied 
site adjacent to a bottom segment or a vertical seg­
ment of y (Ll-site). 

c. G-site (generator): interior occupied site adjacent 
to a bottom or vertical segment, but not adjacent to 
a top segment (Go-site); or exterior occupied site 
adjacent to a top segment but not adjacent to a bot­
tom or vertical segment (Gl-site). Note: According­
ly, every occupied site adjacent to a contour seg­
ment has exactly one kind of distinguished site de­
signation. An interior occupied site is an A-site if 
adjacent to a top segment and is otherwise a Go-site. 
An exterior occupied site is an Ll-site if adjacent to 
a bottom or vertical segment and is otherwise a 
Gl-site. 

9. Cluster and boundary cluster: as defined in Sec. II. 

In connection with these definitions we will need the 
following two observations, which we state as lemmas. 

Lemma 1: Any A-site or Ll-site of an outer piece y 
belongs to some boundary cluster with two or more 
particles. 

Proof: By definition a particle on either type of site is 
adjacent to a contour segment which must have an oc­
cupied site on the other side. 

FIG. 1. A configuration whose contour consists of three 
pieces, two of which are outer pieces. The heaviest lines are 
the contour segments of one piece 'Ytt consisting of two con­
nected components. The numerals represent particle illustra­
tion. Distinguished sites associated with outer piece 'Yl are 

. identified as follows: A-site particles are x'd, G-site parti­
cles are circled, and L-sites are shaded. The particle of type 
4 at the center of the "square doughnut" portion enclosed by 'YI 
is exterior to 'YI' The particle of type 1 contained in the small 
piece enclosed by 'Yl is interior to 'YI' The piece 'YI has five 
boundary clusters; each must contain at least one G- site, ac­
cording to Lemma 2. It should be noticed that the sites of one 
sublattice are vacant on the two outer rows and columns. 
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Lemma 2: Given an outer piece y, one of whose in­
terior sites belongs to a boundary cluster C, the cluster 
C must contain at least one G-site. 

Proof: Regarding only the cluster C, we locate its 
highest site or highest set of contiguous sites. (In case 
of ties any highest site or highest set of contiguous sites 
will do. ) If there is a highest single site, the site below 
it must be occupied and the other three neighboring 
sites empty. Hence the site in question must be either: 
(a) interior, adjacent to a bottom segment and not to a 
top segment, or (b) exterior, adjacent to a top segment 
and not to a bottom or vertical segment. In the first case 
the site is a Go-site, and in the second case it is a Gl -
site. If there is not a highest single site we consider the 
highest set of contiguous sites. The site above each must 
be vacant and alternate members of the set of contiguous 
sites must be interior sites, and adjacent to vertical 
contour segments. Each such interior site is a Go-site. 

B. Configuration transformation 

We now define a one-to-many transformation among 
the allowed configurations on A. With configuration X 
producing contour r having outer piece y we associate 
a class of X* of configurations, in three steps: 

a. particles at A-sites are annihilated; 

b o all remaining particles at sites interior to yare dis­
placed upward by one unit; 

c. L-sites are arbitrarily populated. 

We notice that the inverse transformation is well de­
fined by virtue of the original configurations at the G­
sites and Lemmas 1 and 2. (The Go-site particles have 
been displaced upward one unit by step b. ) This means 
that for any configurations Y and X producing the same 
outer piece y, Y* n X* = ¢ if Y;eX. In the third step 
(arbitrary population of L-sites) alterations are made 
in the occupancy of some sites exterior to y (the L l -

sites). According to our definitions these sites do not 
belong to boundary clusters of any different piece y' , 
since that would require y' to be within one lattice 
spaCing of y and hence united into one piece. The bound­
ary condition consists of vacant sites and thus an L 1 -

site is never part of the boundary condition. 

Figure 2 shows the class of configurations produced 
by this transformation from the configuration shown in 
Fig. 1. 

C. Probability of outer contour piece 

We can now calculate a bound on the grand canonical 
probability of an outer piece y, in the following steps. 

1. Length. If y contains l segments and c connected 
components, it can be traversed by a k-step lattice 
walk, where k ~ l + 2(c - I}. Since l ~ 4c we have k ~ 3l/2. 

2. Number of L-sites. Let ny and nH denote the num­
ber of vertical and horizontal segments, respectively, 
ofy. Let nLo' nLl' nL denote the number of Lo-sites, 
L1-sites, L-sites, respectively. Half of the horizontal 
segments produce an L-site (each of those at the bottom), 
so nL ~ nH/2 ~ l/4 if nH~ n y. Notice that an L-site can­
not thereby by counted twice. If, however ny > n H' we 
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first notice that each vertical segment is followed (in a 
circuit around a connected component of y) either (a) by 
another vertical segment or (b) by a horizontal segment. 
In case (a) one of the two vertical segments must pro­
duce an L 1 - site, while in case (b) the horizontal segment 
produces "half" of an L-site (it might be a top segment, 
but there must be as many bottom segments as top seg­
ments). By this method of counting it is possible for 
some L1-sites to be counted twice, so we can only con­
clude that nL ~ ny/4 > l/8. Regardless of the ratio nH/ny 
we can always assert that nL > l/8. 

3. Number of A-sites. Since A-sites occur only 
beneath top segments, which must be equaled in number 
by bottom segments, we clearly know that the number 
of A-sites, nA , cannot exceed l/2. 

4. Probability of outer piece y. Let Z denote the 
partition function (with all M components having the 
same activity z), let Z(y} denote the partition function 
restricted to configurations X producing a contour with 
outer piece y, and let Z x* denote the sum over con­
figurations in class X* derived from configuration X by 
the transformation defined above. We have then that the 
probability P(y} of outer piece y is 

P(y}=Z(y}/Z 

(2) 

Here N(X} is the total number of particles present in 
configuration X. As pointed out previously the inverse 
transformation X* - X is unique so there is no over­
counting. The L -sites are independent and in Z x* each 
contributes a factor 1 + M z; in the configuration X each 
Ll-site contributed a factor z while the Lo-sites con­
tributed the factor 1. Finally each A-site had a factor 
z in X and has a factor 1 in Zx*' 

3 I 2 I 3 2 I 
4 3 I 3 2 ® ~_ 2 

3 3 I I ®- ,@ @} 3 
2 2 *' * '*' 1* -

2 4 ,@, '* *. 2 -- --
I 2 2 2 *. '* * I 

-~ - -
2 2 *' I 4' I 2 - -

3 4 *. I I 4' 3 - -
I *' 2 I 2 *' 3 -

2 4 ,@ 4 3 *' 4 - -
I .* * ® *' 4 I - - - -

2 2 * '* *' I 4 - - -
4 I 3 * 3 2 2 

2 I 2 3 3 4 I 

FIG. 2. The effect of the configuration transformation on the 
configuration shown in Fig. 1. Sites labeled * are arbitrarily 
occupied by any of the species. Given the outer contour 'Yi' 
here shown dotted, the configuration before the transformation 
had to be the one shown in Fig. 1; it can be reconstructed 
from the G-sites. 



                                                                                                                                    

1716 L.K. Runnels and J.l. Lebowitz: Phase transitions 

Thus we have 

ZN(X> /zx* = znL1 znA /(1 + Mz)nL 

";(1+Mzf nL 

,,; (MZ)-l/8 for z < 1. (3a) 

On the other hand, if z '"' 1 we have 

ZN(X> /Zx* ,,; znL znA /(1 + MZ)"L 

,,;M-nL znA 

= (M/Z 4tI/ 8 forz,",1. (3b) 

According to Eq. (2) the right-hand sides of Eq. (3) 
are also upper bounds on P(y). 

D. Nonuniqueness 

The standard arguments will be used to show that for 
white boundary conditions the probability that a black 
square is occupied may be made arbitrarily small, by 
choosing sufficiently large values of M. However, to 
complete the demonstration of nonuniqueness we must 
show that the total density is bounded below for fixed 
zasM-oo. 

Imagine the lattice A paved with "Red Cross symbols" 
of five sites, and focus on one (K) consisting of the site 
(x, y) and the four neighboring sites (x± 1,y) and (x, y ± 1). 

Lemma 3: For any configuration on A,\ K, the ex­
pected number of particles nK in K is no less than 
Mz/(1 +Mz). 

Proof: For any configuration on A \ K, the partition 
function on K has the form 

5 

~K=1+~aizl ,-I 
where a/ ,",0, and the expected number of particles on 
K is nK=z(o ln~K/oz). Now by algebra we show 

n K,", a1z/(1 + a1z) '"' Cl!" /(1 + Cl!z) 

for any Cl! ,,; a1 • We can always take Cl! =M [from the con­
figuration with (x, y) occupied and the other four sites 
empty J. Since this holds for any configuration A \ K we 
know that in K the average density must not be less than 
(1/5)Mz/(1 +Mz). The same reasoning applies to each 
of the other "Red Cross symbols" paving A and so we 
obtain the lower bound on the total density Pt ' 

Pt '"' (1/5)Mz/(1 +Mz). (4) 

Now with white boundary conditions if a black square 
is occupied it must be enclosed in some outer contour 
piece y. Equations (3) give upper bounds on the probabil­
ity P(y). There are no more than (k/4)2 3k -2 pieces of 
length 1 around any given site, where k = 3l/2 is the up­
per bound on the length of a lattice walk circumnaviga­
ting y. This means that the probability Pb that a black 
site is occupied is bounded above: 

P ,:: -1- t ·2 j _ y2( 4 - 3y + y2) 
b~ 36 j =2} Y - 36(1-y)3 (5) 

fory<1. Herej=k/2andy=9/(Mz)l/6forz<1, while 
y = 9(Z2/M)1/6 for z '"' 1. 
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To demonstrate the influence of the white boundary 
conditions we must show that Pb < P /2 for suffiCiently 
large M. For any z> 0, Eqs. (4) and (5), together with 
y < 1, yield a minimum value M 0 for which Pb < P /2 is 
satisfied. For z < 1 the requirement is that the product 
Moz be sufficiently large, while for z ~ 1 the requirement 
is that Mo/Z4 be sufficiently large. Numerically Eqs. 
(4) and (5) are not very helpful for determining the mini­
mum Mo for which this transition would be observed. 
(They show that Mo '" 276 is sufficiently large!) 

It seems likely, but is not proven, that for fixed large 
M and increasing activity z, the "hard square" sublattice 
ordering will break down before the de mixing phase sep­
aration occurs. That is, we expect the "phase diagram" 
to appear as shown schematically in Fig. 3. We have 
actually proven only that phase transition lines lie below 
the "Crystal" region and to the left of the "Demixing" 
region. If these phase transition lines have the same 
general shape as shown in Fig. 3, then the above as­
sertion would be correct. With increasing activity, then, 
such a system would undergo three phase transitions. 

E. The "hard square" limit 

The case z < 1 is particularly interesting. In this case 
the variables M and z enter Eqs. (4) and (5) only as the 
product M z. This is consistent with the statement that 
the present model becomes isomorphic to the hard 
square lattice gas in the limit M - 00, z - 0, Mz = t 
= activity of the one-component hard square lattice gas. 

To be more precise we believe that in the above limit 
the thermodynamic properties of the system as well as 
its "equilibrium measure" define~ on the set of "equiva­
lence classes of configurations" A becomes the same as 
for the hard square system. Two configurations X and Y 
·belong to the same equivalence class X E.Ii if they have 
the same set of occupied sites, i. e., if they differ only 
by the labeling of the species at each occupied site. To 
see how such an isomorphism would come about we note 

:::?; 

'" -c: 
C1) 

c: 
0 
0. 

E 
0 

U 

'+-
0 

~ 

C1) 

..c 
E Disordered 
::> 
z 

2 
1 Activity z 

FIG. 3 ("Phase Diagram"). Shown schematically are the lines 
proven to lie within regions belonging to the two types of 
ordered phases: the crystal ("hard square") phase and the 
"demixed" phases of predominantly one component. The actual 
extent of the incursion of the disordered region into these two 
areas is not known. 
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first that a "fully restricted system" of M components 
in which no adjacent sites can be occupied, i. e., in 
which Eq. (1a) hold for all i and j, is obviously isomor­
phic, in the sense defined above to the one-component 
hard square system with fugacity ~=Mz. It seems rea­
sonable to expect that in the limit M - "", Z - 0, M Z = ~, 
the multi component Widom-Rowlinson model considered 
in this paper has the same property. We give an ex­
plicit computation of the thermodynamic properties for 
a one-dimensional system in the Appendix. 

APPENDIX: ONE-DIMENSIONAL LATTICE SYSTEMS 

Consider a one-dimensional lattice containing L sites, 
L'" 3, with periodic boundary conditions. (Similar re­
sults hold for other boundary conditions.) Let Z,,(z,M;L) 
CY = 0, 1, 2, be the partition function for the "hard rod" 
system (M"" 1), the fully restricted system, and the 
Widom-Rowlinson model, considered in this paper, 
respectively. In all cases 

M+1 

Z,,(z,M;L)=trT~= ~ A;(CY, z,M) 
k=1 

where T" is the transfer matrix. T" is a symmetric 
matrix of dimensionality M + 1 (with M"" 1 for CY = 0) and 
Ak(CY, z,M) are its eigenvalues. The forms of these 
matrices are 

fZO)' 2X 2, 

T 1= 

0 
(M + 1) x (M + 1) 

T,~e 
£ .... ft) 
z', 0 ' (M + 1)X(M + 1) 

" fZ o '-....z 
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with eigenvalues 

A1 ,2(0, z) = [1 ± (1 + 4Z)1/2]j2, 

A1 ,2(1, z,M) 
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=[1±(1+4Mz)1/2]j2, Ak(1,z,M)=0, k=3, ... ,M+1, 

A1.2(2, z,M)={1 + z± [(1 + Z)2 

+4(M_1)z]1/2}/2, A
k
(2,z,M)=z, 

k=3, ... ,M+1. 

In the limit z - 0, M - "", Mz =~, we clearly have 
Z,,(z, M;L)- Zo(~' L) for CY = 1, 2 (and we have omitted 
the M from Zo)' The same thing happens if we first take 
the thermodynamic limit L - "" of the pressure L -1 In Z" 
and then take the limit on z and M. The isomorphism of 
the equilibrium measures (as defined at the end of the 
paper) can presumably also be shown readily for the one­
dimensional system and probably remains valid also in 
higher dimensions. 
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The system with Hamiltonian p 2 + X 4 is discussed. An approximation scheme is given for matrices x 
and p that satisfy the canonical commutation relation and diagonalize the Hamiltonian. 

I. INTRODUCTION 

The Hamiltonian to be treated is 

H=p2+X4. 

We look for a canonical pair [p, x] = - i such that H is 
diagonal. Our scheme is the following. We assume that 
the most important matrix elements of x and p are those 
of the form (n Ix In 'f I) and (n IP In± I). In our lowest ap­
proximation we treat only these matrix elements and we 
find these in the way that comes as close as possible to 
making H diagonal and the operators x and P a canonical 
pair. We treat three types of equations: (1) the diagonal 
commutator equation C •• = (px - xp) •• ' (2) the off-diagonal 
commutator equations Cab = (px - xP)ab with a"* b, (3) the 
off-diagonal Hamiltonian equations H.b with a"* b. 

We find the approximation leads to a double expansion 
of the matrix elements x.b' Pab' The first dimension of 
the expansion is the difference a - b. In this expansion 
we find that x.b = A._b(a + b )1/3, Pab = Ba_b(a + b )2/3. There 
is a second expansion involving terms of lower order in 
(a+ b). We have not explored these terms. We assume 
that x will have the form A._b( a + b )1/3 + Aa-b( a + b )-2/3 
+ .... We have found empirically that A._b and B._b are 
very rapidly decreasing functions of a-b. 

In Sec. II the lowest approximation is carried out. In 
the Appendix the expansions of the commutator and 
Hamiltonian to leading order in (a + b) are derived. 
These results are used in Sec. III to give the equations 
for the second, third, and fourth approximations. The 
solutions to these equations found by a computer are 
reported in this section. Section IV is our evaluation of 
the status of our work. 

AnharmoniC oscillators of the present type are of 
interest because they are the simplest examples of non­
linear problems in either classical or quantum me­
chanics. They serve as models in a restricted way for 
field theories and many body problems. They have been 
treated by a variety of methods since the earliest days 
of quantum mechanics. 1 Roughly speaking, methods can 
be divided up into a number of types: 

I. Those methods which strive for numerical pre­
cision. 2 The principal technique is to truncate the 
problem and diagonalize a large but finite matrix. A 
variety of styles of truncation have been employed. 
These methods converge. 

II. Development of the perturbation series and efforts 
to reorder it. 3 The perturbation series is divergent but 
rearrangements such as the Padll approximates converge 
and also give good numerical results. 

III. Approaches like this one which attempt to deter­
mine the most significant matrix element of the canoni-
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cal operators and their dependence on the matrix in­
dices. 4 The WKB method probably fits most naturally 
with this class of approximation. 

II. THE FIRST APPROXIMATION EQUATIONS 

In this section the lowest approximation is carried out 
in a direct way. The equations of this approximation are 
rederived in the next section using the more formal 
procedures of the Appendix. 

We assume that Pab and x.b are zero if a - b"* 1. The 
formulas 

xab= ~.05a.b+l + ~a+l05 •• b-l' 

iPab = - 1Ta05a•b+1 + 1Ta+l05a.b-l 

include this selection rule. The real symmetriC form of 
x and imaginary anti symmetric form for P follow from 
time reversal invariance. The commutator C and the 
Hamiltonian H are found to be 

C.b= - i[(~.1Ta_l - ~a-l1T.)05a_2.b + 2(~.+I1T.+l - ~.1T.)05 •• b 

+ (~.+21Ta+l - ~a+l1T.+2)05a+2.b]' 

Hab = ~.-3~.-2~a-l ~.05._4.b 
+ ( - 1T.1T .-1 + ~~-2 ~.-1 ~. + ~:-1~. + ~.-1~. 3 + ~.-1~. ~~+1)05 .-2.b 

+ (1T; 1T;+1 + ~; ~;-1 + (~; + ~;+1)2 + ~=.1 ~;+2)05 •• b 

+ ( - 1T .+I1T .+2 + ~! ~.+1 ~a+2 + ~!+1 F..+2 + ~"1 F,!+2 
+ ~a+l ~.+2~!+3)05a+2.b 

+ ~.+1 ~.+2~.+3~.+405.+4.b· 
We focus our attention on the diagonal commutator 

equation 

and the first off-diagonal Hamiltonian equation 

-1T.1T._1 + ~a~a-l~:-2 + ~.~!-1 + ~!~.-1 + ~:+1~.~.-1 =0. 

The commutator equation can be summed to give 

Within the scope of our approximation we neglect the 
differences between 1T. and 1T._l and between ~.-2' ~.-1' ~.' 
~.+1' The equations of the first approximation become 

1T.~. = ~a, 4~;= 1T;. 

The solution is 

~a = ~(2a _1)1/3, 1T. = ~(2a _ 1)2/3. 

The - 1 is included to make our later results neater. 
Since we will only work to leading order in (2a- 1)1/3 or 
(2a _1)2/3 the change by 1 is not important. 

Within this approximation the energy or diagonal 
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matrix element of the Hamiltonian is given by 

E. =H44 = 2ila+I/2 + 6~:'1/2 
=[2(~)2+ 6(W] (2a)4/S 

= t(2a)4/3. 

III. EQUATIONS FOR THE SECOND, THIRD, 
AND FQURTH APPROXIMATIONS 

In this section we use the expressions in the Appendix 
to find the equations of the next three orders of 
approximation. 

In the second approximation we include all terms with 
AI' As, B I, and Bs' The equations we solve are C 44 = - i, 
C 44.2 = 0, H ••• 2 = 0, H ••• 4 = O. F rom the Appendix the 
diagonal commutator equation is 

•• s 
-2i 6 (a-s)B._sAN=-i 

.t=a-3 

or 

- 2i(3AsBs + AIBl - B_lA_l - 3B_sA_3) = - i; 

using the symmetry of the A's and B's this becomes 

3AsB3+AlBI - t=O. 
Since ~. and 1T. of Sec. II are related to Al and Bl by 

~. =Al(2a - 1)1/8, 1T. = Bl(2a _1)2/S, 

the earlier equation 

is equivalent to 

A IBl(2a -1)= ~a 

or 

AlBl=t 

the second order equation with As = Bs = O. 

The first off-diagonal commutator equation is 

6[6s - 4(a+ 2)- 2a]B._.A._a_2=0. 

The appropriate limits on the sum are a - 1 ~ A ~ a + 1, 
which gives 

- 7BIA_s - B _lA_l + 5B _sAl = 0 

or 

The two Hamiltonian equations are H •• +2=0, H ••• 4=0. 
If we substitute in from the Appendix, the required 
terms are 

H •.• _2 

. = - (2a + 2)4/S6 B._sBs_a_
2 

+ (2a + 2)4/s6A._~ ... ,Ar_sAs_a_2' 

Ha ••• 4 

= - (2a + 4)4/S0B._ .• B'_"_4 
+ (2a + 4)4/s6A4_~._,Ar_.A._a_4' 

The remaining problem is to determine the range of s 
in the first sum and of q, r, and s in the second sum so 
that only AlAs and Bl and Bs occur. In this order it is 
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simple enough to do this by inspection. We find that 

H.,.'2 = - (2a + 2)4/S (BIB_s + B_lB_l + B_sBl) 

+ (2a + 2)4/S( 4Ai A_I + 12A~lA~s 

+ 12A_sA_lA~ + 12A_sAsA~), 

H ••• +4 = - (2a + 4)4/S(B_lB_3 + B_sB_ l ) 

+ (2a + 4)4/3(At + 12A~A_lAs + 12A~_sAl + 6A~lA~). 

The equations of the second approximation are 

AlBl + 3AsBs - t=O, 
5AlB3 - AIBl + 7AsB, = 0, 

- Bi + 2BlBs + 4Ai + 12A~As + 12AiA~ + 12A,A; = 0, 

- 2B,Bs + Ai + 12A~As + 6AiA~ + 12AIA; = O. 

The numerically determined solution is: 

Al = 0.461046, Bl = O. 531 778 

As = 0.0230266, Bs = 0.0691887 

The principal difficulty in developing the higher order 
equations comes from evaluating the x4. The techniques 
of partition theory lead readily to a generating function 
that makes the calculation accessible. Consider the 
expression 

X=(x_7+x_S +X_S+x_l +xl +XS+X5+ X7)4. 

There are 84 terms in the expansion of X. These terms 
can be segregated according to the sum of the subscripts 
which run from - 28 to + 28. A term such as 12x_,x7Xl 2 

with a subscript sum 2 corresponds to a term 12A72Al2 
in H ••• 2 • The same technique can also be employed in 
expanding p2. Using this method the third and fourth 
order equations are: 

Third approximation 

A,Bl + 3AsBs + 5AsBs - t= 0, 

13AsBs + 7AsBl -AlBI + 5AlBs + 1IAsBs=0, 

HAgEl - 5AsBl + AlBs + 7A,Bs = 0, 

- Bi + 2BlBs + 2BsBs + 4Ai + 12A~As + 12A~A~ + 12AlA~ 

+ 4A~A5 + 24AiAsAs + 12A~A~ + 12AIA~s + 24AIAsA~ 

+ 12A~s + 12AsA~=0, 

- 2BlBs + 2B,Bs + Ai + 12A~As + 6AiA~ + 12AIA~ + 12A~s 

+ 12AiAsAs + 24AIA~s + 24AIAgA~ + 12AIA~ 

+ 4A~s+ 6A~~=0, 

- B~ - 2BlBs + 4A~As + 12AiA: + 12A~As + 12AiAsAs 

+ 24A0.~s+ 12AlAsA~ + 12AIA~ + 12A~~ + 4Ai= 0 

Fourth approximation 

AlBI + 3AsBs + 5AsBs + 7A7B7 - t= 0, 

19A7BS + 13AsBs + 7AgEl - AlBl + 5AlBs 

+ 1IAsBs + 17i\B7= 0, 

17A7BS + HAsBl - 5AsBl + AlBs + 7AIBs + 13AsB7 = 0, 

15A7B 1 - 9AsBI - 3AgEs + 3AlBS + 9AIB7 = 0, 

- Bi + 2BlBs + 2BsBs + 2B5B7 + 4Ai + 12A~A3 + 12A~A~ 
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+ 12AIA~ + 4A~A5 + 24A~A05 + 12A~A~ + 12AIA~5 

+ 24A1A0; + 12A~5 + 12A0~ + 12A~A07 

+ 24A~A~7 + 12A~A~ + 12AIA~7 + 24AIA:r4~7 

+ 24A~sA~ + 12AIA~7 + 4A~7 + 24A~~7 

+ 24AsA~~ + 12A~7 + 12A~~ = 0, 

- 2BIB3 + 2BIB5 + 2B3B7 + Al + 12A~ A3 

+ 6A~A~ + 12AIA; + 12A~A5 + 12A~AsA5 

+ 24AIA~5 + 24AIAsA~ + 12AIA~ + 4A~5 + 6A~~ 

+ 4A~A7 + 24A~A:r47 + 12A~A~7 + 24AIA:r4~7 

+ 12AIA~7 + 24AIAsA~ + 24AIA~~ + 12A~7 

+ 12A~~7 + 24AsA~7 + 12AsA~+ 6A~~=0, 

- B; - 2BIB5 + 2BIB7 + 4A~A3 + 12A~A; + 12A~A5 

+ 12A~AsA5 + 24AIA~5 + 12AIAsA; + 4Ai + 12A~; 

+ 12A~A7 + 12A~A:r47 + 24AIA~7 + 12AIA: 

+ 24AIA:r4~7 + 24AIA~7 + 24AIA~~ + 12AIA~ + 12A~~7 

+ 12A:r4~7+ 12A~~ + 12AsA~~=0, 

- 2Bfi5 - 2BIB7 + 6A~A; + 4AIA~ + 4A~A5 + 6A~A; 

+ 12AIAsA; + 12A~5+ 12A:r4: + 24A~A:r45 

+ 12A~A7 + 12A~A:r47 + 24AIA~7 + 24AIA:r4~7 

+ 24AIA~7 + 12AIA~~ + 12AIA~ + 12A~~7 

+ 6A~~ + 24A:r4~; + 4A;A7= O. 

In Table I the computer solutions of these equations are 
recorded. 

IV. CONCLUSIONS 

The diagonalization of the Hamiltonian p2 + X4 has been 
carried out several steps. The numerical work indicates 
that the approximations are convergent. There are 
several directions for the further development of these 
ideas. 

(1) Inclusion of a harmonic term: If the potential were 
x2 + AX4 could the same procedure be applied? The lowest 
order equation can no longer be solved conveniently for 
an and bn as we did in Sec. II. The equation becomes a 
nontrivial cubic. Suppose we call the solutions an and bn• 

We may try and carry through the identical work with 
the Prs = Br_sbr+s and xrs =Ar-sans' It seems possible to 
carry out the program without the specific simple forms 
(r + S}1/3 and (r + S}2/3. 

(2) Terms of lower order than (r+ S}1/3 and (r+ S}2/3. 
To improve the approximations it should be possible to 
construct equations for terms proportional to (r+ st2

/
3 

and (r + S }-1/3. Although tedious it seems straightforward 
to include these contributions. 

(3) Generalizations to systems of oscillators: The 
technique of using the diagonal commutator equation and 
first off-diagonal Hamiltonian equation to establish the 
form of the leading contributors has been carried out for 
the case of two oscillators with no great difficulty. The 
exact route to follow in adding more refined terms is 
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not so clear in this case because there are six com­
mutators, two coordinates, and two momenta. How to 
increase the number of equations and the number of 
variables at equal rates is not clear. 

It is worth considering why the present method works. 
For example, we might have at the nth step solved 2n 
commutator equations and no Hamiltonian equations and 
expected the Hamiltonian equations to be automatically 
satisfied. This expectation seemed reasonable to us 
initially based on the argument that there is only one 
problem, namely p2 + X4 with X2 - p. We were surprised 
when this approach did not work until we realized there 
is a whole class of problems such as p4 + X8 in which the 
relation between x and p is that given above. None of 
these is physical but they exist as mathematical 
examples. The procedure of taking one commutator and 
one Hamiltonian equation at a time is apparently 
successful in producing the correct x and the correct p. 

APPENDIX: EXPRESSION FOR THE HAMILTONIAN 
AND COMMUTATOR 

We assume thatXab=Aa_b (a+b}1/3 and thatPab 
= iB a-b (a + b }2/3 based on our experience in the lowest 
approximation. We seek expressions for Cab and Hab 
that are correct to the leading terms in (a + b). The co­
efficients A and B are chosen so that A a-b =Ab-a while 
B a- b = - B b_a• The commutator is given by 

Cab = 6 (Pas Xsb - XasPsb) 

=i6 [Ba_sAS_b(a+s}2/3(s+b}1/3 

-Aa-s BS_b(a + S}1/3(S + b}2/3]. 

In the second sum change variables to Sf = a + b - s so 
that Cab becomes 

C =i" B A [(a+s}2/3(s+b}1/3 ab LJ a-s s-b 

- (2a + b - s}1/3(a + 2b _ S}2/3]. 

The limits of the sum are not the same for the first and 
second terms but we shall only consider the common 
range of summation 0 "" s "" a + b. Outside this range it 
will turn out that A and B are very small. We next ex­
pand the radicals about (a + b) and retain terms to the 
second order. This gives 

Cab = i6Ba_sAs_b (a+ b) [(1 + ~: ~r/3 (1 + ~: :y/3 
(

a - S)1/3 ( b - S)2/3J - 1+ --b 1+ --b a+ a+ 

=i6(1/3}Ba_sA s_b(6s - 4b - 2a) +O[(a+ bt2]+ .... 

The terms of first and third order vanish so this is our 
final expression for the commutator. 

The diagonal commutator element is given by 

Caa = - 2i6(a - s}Ba_s A a_s' 

and the diagonal commutator equations in various orders 
can be found by including the appropriate values of s in 
the sum because by the parity selection rule s must have 
opposite odd-even parity from a. 

The off-diagonal commutator equations are simply 

6(6s - 4b - 2a}Ba_sA s_b=0 
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and s must again have odd-even parity opposite from 
that of a and b which have the same parity. The lowest 
order equation is found by only taking s as close to 
~(a + b) as possible. Higher orders are found by taking s 
successively more remote from this central value. 

Next we consider the expressions for p2 and X4 the two 
terms in the Hamiltonian. We treat p2 first since it is 
simpler than X4 

p2 = i2'6B B (a + S)2/3 (s + b)2/3 

ab =-'6B:~:B:~:(a+b)4/3 (1+ ~:~y/3 (1+ ~::r3 
=-(a+b)4/32]B B (1+~2s-a-b+ ... ) 

a-S s-b ~ 3 a + b 

2 
--(a+b)I/3'>'(2s-a-b)B B b+'" 

3 ~ - ~ . 

The second term vanishes since the terms with sand 
with a + b - s contribute equal and opposite amounts so 
that 

P~b = - (a + b)4/3'6Ba_s B
S

_
b 
+ O[(a + b )-2/3]. 

We retain only the (a + b )4/3 term. The vanishing of the 
second term is a general feature of our work. 

Next we consider the X4 term: 

X4 ="A A A A (a+q)I/3(q+r)I/3(r+s)I/3(s+b)I/3 ab L.J a-q q-r r-s s-b 

( 
b)I/3 =(a+b)4/3'>'A A A A 1+~ 

U a-q ... r r-s sob a + b 

I. q+r_a_b)I/3 ( r+s-a-b)I/3 
x \1 + a _ b 1 + a + b 

( 
s_a)I/3 

X 1+-­
a+b 
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TABLE I. Solutions of the equations for the A's and B's in the 
various orders determined numerically. 

lsi order 2nd order 3rd order 4th order 

Al 0.5 0.461087 0.460787 0.460786 
A3 0.0232112 0.0207894 0.0207712 
A5 0.001035 0.000898 
A7 0.0000462 
Bl 0.5 0.531794 0.532751 0.532758 
B3 0.0688800 0.0719824 0.0720464 
B5 0.005005 0.0051872 
B7 0.0003028 

Again the second term vanishes. To see this let a - q 
=81, q-r=82, r-s=83, ands-b=84 • There are 
choices of q, r, and s such that aU 24 permutations of 
81' 82 , li3 , and 84 occur. If we write the second sum in 
terms of 8' s it becomes 

'6A81A82A83A84 (- 3li1 - li2+ li3+ 3li4)· 

If this is summed over the 4! permutations of the 8' s it 
vanishes so that 

X4 =(a+b)4/3'>'A A A A + [O(a+b)-2/3]. ab L.J a-q q-Y r-s s-b 

*Work supported in part by the United States Atomic Energy 
Commission. 
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A new method is presented which sums certain slowly convergent series. It is based on the use of 
the Hankel integral transform and Schlomilch series. This method is applied with great success to 
the computation of lattice sums in ionic crystals. In particular, the Madelung constant is calculated 
with great accuracy through rather simple calculations: The final results only involve elementary 
functions so that the numerical evaluation is quite easy. 

I. INTRODUCTION 

It is commonly admitted that the interaction potential 
in an ionic crystal follows the law qq' /r - A/rs. q and 
q' are the charges of the ions and r is the distance be­
tween them. The total interaction for an ion is therefore 
described by the following lattice sums: , 
(11= ,0,0,0 (±)r- l (= Madelung constant of the crystal), (1) 

(s > 3). 

The symbol (±) indicates that the signs of the ions are 
taken into account (and also the modulus of the charges 
if they are not equal for the various ions). The prime 
means that the summation is extended to all the ions in 
the crystal except that for which r= O. 

Many solutions have been proposed for evaluating 

(2) 

these sums. The natural method of counting (increasing 
r) is not interesting since the convergence is bad. 
Evjenl has modified the way of counting to improve the 
convergence. In spite of its success it must be recog­
nized that the convergence remains poor. The method is 
almost interesting when one deals with very complicated 
multiple sums, for which no analytic method can be used. 
Madelung2 calculated (11 by means of Fourier series. The 
convergence of the method is quite good. However it is 
not very elegant and Evjen l pointed out that the treatment 
lacked rigor in some places. The most powerful method 
with regard to the available accuracy is due to Ewald3

• 

Unfortunately the method is far from simple. Born and 
Huang4,5 have based another method on the properties of 
Jacobi's theta functions but the method loses its initial 
elegance when applied to numerical computations. Very 
recently6 Glasser showed how it was possible to sum (1) 
and (2) when the lattice is even-dimensional but pointed 
that no extension seems to exist to the important three­
dimensional case. Now one could ask: why a new 
method? Our answer lies in the two following points: 

In spite of the existence of numerous summation 
methods there is some need for a simple method leading 
to very accurate values through accessible intermediate 
calculations. 

Such a simple method exists and provides an interest­
ing application of the so-called "Schlomilch series" in 
mathematical physics. 

II. MATHEMATICAL PRELIMINARIES 

A. A useful laplace transform 

Let us first recall a formula which shall play an im-
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portant role: 

x [Js_l /2(bx)/(bx/2)S-l/2] dx. (3) 

If we have to sum on both a and b, it might be very 
tempting to sum first with respect to a since the inte­
grand is simply the general term of a geometriC series. 
However there is a better method: it is possible to sum 
with respect to b. One obtains a Schlomilch series with 
very useful properties. 

B. Some theorems about Schlomich series 

These series were first investigated by Schlomilch7 in 
the last century. Now this subj ect is claSSiC and it is 
developed in advanced books dealing with the theory of 
Bessel functions. 8 We present some classical results 
about Schlomilch series which are interesting for our 
purpose. Schlomilch has investigated the problem of 
expanding an arbitrary function into a Schlomilch 
series: 

~ 

fix) = [ao/2r(s + 1)] +6 [amJs(mx) + b"!/s(mx) ]/(mx/2)S 
m=l 

where Js and Hs are Bessel and Struve functions, re­
spectively.8 Nielsen9 has found the following results (all 
the functions below are even): 

~ 

fs(x) = [l/2r(s + 1)] + 2:;(- 1)mJs(mx)/(mx/2)S 
m=l 

+~ 

=(l/2),0(-1)mJs(mx)/(mx/2)s=O if O<X<1T (4) 
-~ 

if (2q - 1)1T < X < (2q + 1) 1T. 

It is also possible to establish that: 
~ 

gs(x) = [l/2r(s + 1)] +6 Js(mx)/(mx/2)S 
m=l 

+~ 

= (l/2)?2 ~(mx)/(mx/2)S 

=[1Tl / 2/xr(s+l/2)] if O<X<21T (5) 

= [1Tl / 2/xr(s + 1/2)] + (21Tl / 2/xr(s + 1/2)] 
q 

X,0[l_(2n1T/x)2]S-l/2 if 2q1T<x<2(q+1)1T. 
n=l 

Copyright © 1974 American Institute of Physics 1722 
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From these two fundamental formulas we deduce other 
simple expressions: 

'" +,. 
[1/r(s + 1)] + 2 ~ Js(2mx)/(mx)s=~ Js(2mx)/(mx)S 

m=l _«I 

= fs(x) + gs(x) , (6) 
,. 

E J.[(2m - l)x ]/[(2m - 1)x/2]' 
m=l 

= B J.[(4p + l)x ]/[(4p + 1)x/2]' -,. 
+,. 

=:0 J.[(4p + 3)x ]/[(4p + 3)x/2]' 
-'" 

= ~~ J.[(2p + l)x ]/[(2p + 1)x/2]s = t[g.(x) - f.(x)]. (7) 

C. Hobson integral and its consequences 

The modified Bessel function of the third kind K. ad­
mits the following integral representation due to Hobson: 

1." exp(- bx)(x2 - a2)S-1 /2 dx = (2a/b)S1T-1 /2r(s + 1/2)K.(ab). 

(8) 

This formula enables us to calculate the following 
expressions: 

and 

(9) 

Qs(b) = 1'" exp(- bx)x2sgs(x)dx (s > 0). 
o 

(10) 

One finds without difficulty through (4), (5), and (8) that 

P.(b) = 2(21T/b)'[K.(1Tb) + 3'Ks(31Tb) + 5'Ks(51Tb) + .•. ], 

(11) 

Qs(b) = 22s-1b-2sr(s) + 2(21T/b)"[2'K.(21Tb) +4'Ks(41Tb) + ... ]. 

(12) 
These expansions are very rapidly convergent. For 
example if in (11) we set s = 0 and b = 1, the first term 
in the brackets is K O(1T) -3.10-2 while the third term is 
Ko(51T) -5.10-8 ; the third term brings a relative correc­
tion less than 2.10-6 • The quick convergence is the con­
sequence of the asymptotic behaviour of K.(z) 
-( 1T/2z)1 /2 exp( - z). 

III. EVALUATION OF LATTICE SUMS 

We shall apply the new method to the evaluation of O! 
and M. in the three fundamental cubic lattices: the NaCI 
structure, the CsCI structure and the znS structure. 
The method extends without difficulties to the noncubic 
systems. 

A. The NaCI structure 

The coordinates of the ions are integers.m, n andP. 
The charge of each ion is (_ 1)m+n+p+1. 

1. The Madelung constant O! (NaG!) 

O!(NaCI) = ~ B ~ '(_ 1)m+n+p+1(m2 +n2 + pZ)-l/Z 
-'" 

= r; '[]'(- 1)m+n+1 J" exp[ - x(mZ + nZ)l/Z] 
-'" 0 

X[~(-1)PJo(PX~dX+~'(-1)p+1.rJo(pX)dX' 
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where use has been made of (3). The Schlomilch series 
in the first term equals 2fo(x). Therefore one has, with 
the aid of (9), 

O!(NaCI) =2In2+4B~'(_1)m+n+1{Ko[1T(mZ+nZ)1/Z] 
-,. 

+ Ko[31T(mZ + nZ)l /Z] + ••. } 

= 2ln 2+ 16[Ko(1T) -KO(1Tv'2) -Ko(21T) 

+ 2Ko( 1Tv'5) - Ko( 1Tv's) + 2Ko( 31T) - 2Ko( 1Tv'IO) 

+ 2Ko(1Tm) -Ko(41T) + ... ]. 

If four terms in the brackets are retained, one finds 
O!= 1. 7479. The relative error a equals 2.10-4

• Nine 
terms give 1. 747 56 (a < 2. 10-6). This simple example 
shows how neat the method is. The same result might 
be obtained by using Poisson's simple summation formula 
but it almost appears as an accident. 13 

2. Calculation of M2s (NaG!) 

M 2s(NaCI) = ~ r; B '(mZ + nZ + pZts 
-'" 

+,. 

X EJ._1/Z(px)/(px/2)·-1/Z dx 
-,. 

+ 2 ~[1T1 /z /r(s)]1o '" (x/2p)s-1 /z Js_1 /2(pX) dx 

'" = 2 Ep-2s + [22-2s 1T1 /2/r(s)] 
1 .,. 

x E 6' Qs-1 /2 [(mZ + nZ)l /Z]. 
-'" 

The first term reduces to the Riemann zeta function; the 
second term splits into two parts in agreement with (12); 
the first part is written as 

[2Z-2s1Tr(2s _ l)/[r(s) ]2] ~ E '(mZ + nZ)l/Z-s. 
-'" 

The double series has been calculated by Glasser6 who 
found that 

B 6 '(mZ + nZts = 41;(s)(3(s). 

The final result is now immediate: 

M 2s(NaCI) = 21;(2s) + [24- 2s1Tr(2s _ l)/[r(s) ]Z] 

1;(s - 1/2) (3(s - 1/2) 

+ [25 /Z-sr /r(s)] ~ '0'(mZ + nZ)U-2s) /4 
-,. 

x{2S -
1 /ZK._1 /z[21T(mZ + nZ)l /Z] 

+ 4s-1 /ZKs_1 /Z[ 41T(mZ + nZ)l /Z] + •.. }. 

Numerical examples: 

MlO = 21;( 10) + (351T/32) 1;(9/2)(3(9/2) 

+ (1T5 /96/2) {4. 29 / zK 9 / Z(21T) + 4. 49 / zK9 / Z( 41T) 

+ 4. 29 /4K9 / Z(21T;I2) + 4. 69
/ zK 9 / Z(61T) 
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The series in the brackets converges quickly: three 
terms in the series give M10 with three significant 
figures; six terms give M10 with seven figures. One 
finds 

MlO(NaCI) = 6. 426104. 

B. The CsCI structure 

The coordinates of the ions are (m + 1/2, n + 1/2, p 
+ 1/2) = positive ions and (m, n,p) = negative ions. 

1. The Madelung constant 0; (CsC!) 

+'" , 
o;(CsCI) =2:) I: 2:) {[(m + 1/2)2 +(n+ 1/2)2+ (p + 1/2)2]-1/2 

-'" 

_ (m 2 + n2 + p2t 1 /2)-

= 26 is .0'(- 1)m+n+'+1(m2+n2 +p2)-1/Z 
-'" 

+ 6I: is 6{[ 4m2 + (2n + 1)2 + (2p + 1)2]-1/2 
-'" 

Under that form the expression is well prepared for the 
introduction of a SchlOmilch series; using (3), (6), and 
(7) one finds 

o;(CsCI) = 20;(NaCI) + 6iS .01'" exp{- x[ 4mZ + (2n + 1)2]1/2)-
_'" 0 

is {Jo[(2p + 1)x] - Jo(2px)}dx, 
-'" 

+'" 

0;( CsCI) = 20;(NaCI) - 12.0 2:) Po{[ 4m2 + (2n + 1)2]1/2)-
-'" 
+'" 

= 20;(NaCI) - 246 2:) {Ko(1T[4m2 + (2n + 1)2]1/2) 
-'" 

+ Ko(31T[4m 2 + (2n + 1)2]1/2) + •.• } 

= 20;(NaCl) - 48[Ko(1T) + 2Ko(1Tv'5) + 2KO(31T) 

+ 2Ko( 1T1i3) + 2Ko( 1Till) 

+ 4Ko( 51T) + 2Ko( 1T129) + ..• ] 

= 2.03535. 

2. Calculation of M 2s(CsC!) 

+'" , 

Mas(CsCl) = 6.0 2:) {[(m + 1/2)2 + (n + 1/2)2 + (p + 1/2)2]-. 
-'" 

+'" 

+ 2as 2:) 2:) 6 [(2m + 1)2 + (2n + 1)2 + (2p + 1)2]-S. 
-'" 

The triple series is easily calculated by using the method 
which is now familiar to the reader; one finds 

+'" 

[21-as 1T1/Z/r(s)] 62:) (Qs-1/2{[( 2m + 1)2 + (2n + 1)2]1/2)-
-'" 

Using (11) and (12) one finds a first contribution of the 
type L::L[(2m + l)Z + (2n + 1)2]-s. Its value is given by 
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Glasser6 : 22
-

S (l-2-S )t"(s)/3(s). Finally one finds 

Mas(CsCl) = Mas(NaCI) + 2s+3/z1T1/2[r(S -1/2)/r(s)] 

x(1- 21/ Z-s)t"(s -1/2)!3(s - 1/2) 

'" 
- [2s+7

/ 21T" /r(s)]2:) 6 [(2m + 1)Z 
o 

+(2n+ 1)Z](1-asl/4(Ks_1/ Z(1T[(2m + 1)Z 

+ (2n + 1)Z]1/2) _ 2s-1/2Ks_1/2{21T[ (2m + 1)2 

+ (2n + 1)Z]1/2} + 3s - 1 / 2 ••• ). 

Numerical examples: 

M10( CsCl) = MlO(NaCI) + (1051T/96)(16v'2 - lW{)!3({) 
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- (321T5v'2/3)[2-9/4K9/2( 1Tv'2) - 29/4K 9/2(21Tv'2) 

+ 2-9/439/2K9/Z(31Ti2) 

- 227/4K9/Z(41Tv'2) + 2.1O-9 / 4K 9 / 2(1Tv'Th) + ... ] 

= 40. 3043. 

C. The ZnS structure 

The negative ions lie at the sites (m/2, n/2, p/2) with 
m + n + p even. The positive ions lie at the sites (m /2 
+ 1/4, n/2 + 1/4, p/2 + 1/4) with the same condition. 

1. The Madelung constant 0; (ZnS) 
+'" 

o;(ZnS) =2:) 2:) 2:)' {12[(4m + 1)2+ (4n + 3)2+ (4p + 3)2r1/2 
-'" 

+ 4[(4m + 1)2 + (4n + 1)2 + (4p + 1)2]-1/2 

_ (m2 + nZ + p2r1/2 _ 6[ 4m2 + (2n + 1)2 

+ (2p + 1)2]-1/2)-. 

The two first terms can be transformed together into 
LL ;L16[(2m + 1)2 + (2n + 1)2 + (2p + 1)2]-1/Z 
== 2LL::L[(2m + 1)2 + (2n + 1)2 + (2p + 1)2]-1/2 through sim­
ple arithmetical devices. We find that 

+'" 
o;(ZnS) = a(CsCl) - 62:) 2:) 2:) [4m2 + (2n + 1)2 + (2p + 1)2]-1/2. 

-'" 

The triple series will be evaluated in Sec. III. C 2 for a 
general exponent s. Here we take the limit when s tends 
to 1/2. We find: 

a( ZnS) = a(CsCI) + 3ln2 - 48[Ko( 1Ti2) + K o(21Ti2) + 2Ko( 1Tv'IO) 

+ 2Ko( 1T1i8) + 2Ko( 1T126) + .•• ] 

= 3. 782926. 

This simple formula gives a with seven significant 
figures! 

2. Calculation of M 2s (ZnS) 

Using the arithmetical devices used in Sec. III C. 1, 
Mas is easily brought into the form 

Mas(ZnS) = 2:) ~ 2:)' {24s-1[(2m + 1)2 + (2n + 1)2 + (2p + 1)2]-s 
-'" 

+ (m2 + n2 + p2ts + 3. 2as[4mZ + (2n + 1)2 

+ (2p + 1)2rs} 
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+~ 

+ 3. 220 E E E[ 4m2+ (2n + 1)2 + (2p + 1)2]-s. 
-~ 

The triple series can be evaluated as above. One 
finds 

[21-201T1/2/r(s)]~ E (Qs_1/z{(2n + 1)2 + (2p + 1)2]1/2} 
-~ 

Finally, one has 

M2o(ZnS) = 22o-1M2o(CsCl) - (220-1_ 1)M2o(NaCl) 

+ 31T1/Z2s+3/Z(1_ 21/ 2-8 ) 

[r(s -1/2)/r(s)]l;(s -1/2)/3(s -1/2) 
~ 

+ 3[2s+7 / Zr /r(s)]E E[(2n + 1)2 
o 

+ (2p + 1)Z](1-2o>/4(Ks_1/Z{1T[(2n + 1)2 

+ (2p + 1)2]1 12} + 28 -
1 I ZKs_1 12{21T[(2n + 1)2 

+(2p+l)Z]1/2}+ ••• ). 

Numerical example: 

MlO(ZnS) = 512MlO(CsCl) - 51lM10(NaCl) 

+ (1051T/32)(16v'2-1)l;(9/2)/3(9/2) 

+ 321T5v'2[2-9/4K9/Z(1T.f2) + 29/4K9/Z(21T.f2) 

+ 2-9/439/2K9/Z(31T.f2) + 2Z7/4K9/2(41Tv'2) 

+ 2.10-9 / 4K 9 / z(1Tv'IO) + ... ] 

=17740. 

D. Refinement of the above results 

The evaluation of M20 and a has been performed in a 
satisfactory way: the calculations are neat and the final 
results are expressed in the form of very quickly con­
vergent series. However tables of the Ks functions are 
needed. When s = n + t (n integer), the tabulation is 
easily performed since Kn+1 12 is an elementary function 
(product of an exponential by a polynomial). When s = n 
(integer), the problem is less simple. If a relative 
accuracy of about 10-6 is judged sufficient, one can use 
Watson's tableS (with seven figures). In practice, this 
accuracy is quite sufficient. However it is possible to 
refine the results by expressing a and M20 in terms of 
elementary functions only. This statement is obvious in 
the case of M20 provided s=n is an integer. If s=n+t 
we shall see that this is also true. Now we present the 
refined method and we apply it to the evaluation of a. If 
s 7- n or n + t, the problem is not soluble in terms of 
elementary functions; since Ks is not tabulated in these 
cases the evaluation of M20 would require further inves­
tigation. Fortunately the two possibilites s = n or s = n 
+ t are in practice quite sufficient. So we try to refine 
the previous result: 

a(NaCl) = 21n2 + 4~ E'(- l)m+n+1{Ko[1T(m2 +nZ)1/2] 
-~ 

First, we calculate: 
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+~ , 

S(z) = E E (_ 1)m+n+1Ko[z(m2 + nZ)l IZ]. (13) 
-~ 

We show that the use of Schlomilch series allows us to 
transform (13). We have 

S(Z)=~6'=Sl+S2=2t.1n~'" +2t.i (m=O). 

To calculate S17 we start with the formula 

which is introduced in the definition of Sl: a Schlomilch 
series immediately appears which is summed according­
ly to (4): 

Sl = 2t.i (- 1)m+1 2m 1 ~ !o(t)(tZ + ZZ)"l/Z K1[m(tZ + Z2)1/2]t dt. 

Using Eq. (4), we find a development with integrals of 
the type: 

J ~ (u2 + z2)"1/ zKl[m(uZ + Z2)1/2] du = (1T/2mz) exp( - mz). 
o 

We get: 

f (_1)nKo[z(mZ+n2)1/2]=21T{(z2+ 1TZ)-1/2 
n=-IIO 

x exp[ _ m(z2 + 1TZ)l/Z] 

+ (Z2 + 91T2)-1/2 exp[ _ m(zZ + 91T2~ 12] + ••• } 

and finally 

~ 

Sl(Z) = 41T6 [ZZ + (2k + l)Z1TZ]-l IZ {exp[z2 + (2k + l)Z1TZ]l/Z 
k=O 

+ 1}-1. 

SZ(z) is evaluated by means of a similar technique (see 
Appendix A). The final result expresses a(NaCI) in 
terms of elementary functions [except for the use of 
l;(1/2) and /3(1/2) which are tabulated]: 

a(NaCI) = 4(1- 2l/Z)l;(1/2)/3(1/2) 
~ 

+ 16 6 6 [(2l + 1)2 + (2k + 1)2]-1/2 
k.I=O 

This expansion exhibits remarkable convergence; eight 
terms give a with twelve figures! : 

a (NaCO = 1. 74756459463. 

Note that one term gives a correct with four figures: 

a(NaCl) =4(1- 21/Z)1;(1/2)/3(1/2) + 16. 2-1 12[exp(1T21 12) 

+ 1]-1 = 1. 747. 

Of course the same procedure gives the values of 
a(CsCl) and a(ZnS) (see Appendix B for more details): 

'" 
a(CsCI) = 2a(NaCI) - 126(2l- 1)"1 csch(2l- 1)1T 

/=1 
~ 

_ 24 66[2l- 1)2+ k2]-1/2csch1T[(2l_1)z+ k2]1/2 
11,1.1 

= 2. 035 361 50945, (15) 
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'" 
a(ZnS) = a(CsCl) + 3ln2 - 66 Z-1 csch(l1T) 

1 =1 
'" 

+ 12 L) L) (- l)k+l(kZ + lZt1/Z csch[ 1T(kZ + lZ) lIZ] 
k ,I =1 

= 3. 782 92610408. 

In the special case of the NaCI structure, the refined 
result might be derived from Poisson's double summa­
tion formula. 13 

E. The exp(-ar)!r potential 

The same method applies when more complicated lat­
tice sums must be evaluated. Let us examine the im­
portant case where the interaction is of the type 
exp(-ar)/r. We must calculate (a>O): 

s=L) ~ L)'r-1 exp(- arlo 
-'" 

We calculate this sum in the NaCI structure. We start 
with the formula 

We set x=p and y=(mZ+n2)1/Z (with the notation of Sec. 
m. A. 1). We obtain 

S = L) ~ L)' So '" t(f2 + a2tl/2Jo(pt) exp[ _ (m2 + n2)1/2 

x (fz + a2) 1/2] dt. 

The sum splits into two parts: 

In the first term a Schlomilch series appears which is 
summed in accordance with (5). The second term is 
easily summed by elementary manipulations on geo­
metric progressions. We find 

S = - 21n[ 1- exp(- a)] + 2.0E '{Ko[a(mZ + nZ)l/Z] 
_00 

+ 2Ko[(aZ + 41TZ)1/Z(mZ + nZ)1/2] 

+ 2Ko[(aZ + 161TZ)1/2(mZ + nZ)1/2] + •.• }. 

This series quickly converges through the whole range 
of a values. The use of the Ko function may be avoided 
by using the procedure described in Sec. m.D. One 
finds 

s= (41T/ a) [expa - 1]-1 + 161T L) L)[aZ + (2k7T)Z + (211T)Zr1/Z 
1 0 

x{ exp[aZ + (2k1T)Z + (211T)Z]1/Z _ 1r1 

'" + 4 L) L)(m2 + n2t 1/2 exp[ _ a(m2+ nZ)1/2] 
1 

When a is small, the behavior of the last term has been 
studied by Glasser6 who gives its approximate value. 
The other terms are easily evaluated since they involve 
only elementary functions. 
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It is interesting to compare the various numerical a 
values occurring in the literature since they do not al­
ways coincide! Let us consider the most important 
example: a(NaCI). Most of the authors give the value 
1. 7476 in their textbooks on solid state physics. Kittelll 

and Dekker12 give more accurate values: 1. 747 558. They 
obtained that value from the classical paper of 
Shermann. 13 Comparing with our result, we note a dis­
crepancy of 6.10-6 • Sakamoto14 and earlier Emersleben15 

have calculated the same quantity by Ewald's method; 
they have found a value in agreement with ours. The 
same remark holds for CsCI: the traditional valuell ,lZ,13 
is 2.035356 but we find 2.035361. For ZnS the litera­
ture is less accurate (3.78292) so that the discrepancy 
does not exist. 

V. CONCLUSIONS 

It is possible to reformulate the above theory by using 
the language of the theory of integral transforms. 10 
Having to sum the series S = I~(±)u(z), we introduce the 
Hankel transform (or order s) of the function z'u(z): 

F(t) = J '" z J.(zt)z'u(z) dz. 
o 

The inversion theorem tells us that 

z'u(z) = fo'" t J.(zt)F(t) dt. 

After slight manipulation we can write 

S = 2-'1'" t·+1 [~(±)J.(zt) /(zt/2)jF(t) dt. 

A SchlOmilch series appears which is summed accord­
ing to (4) or (5). Performing the integration, the final 
result takes the form of a new series whose conver­
gence may be improved with respect to the convergence 
of I(±)u(z). This paper has shown by several classical 
examples that the method is effective and useful. It fur­
nishes a very good method for computing lattice sums 
in ionic crystals. No other method gives simple re-
sults as in Eqs. (14)-(16) with such an accuracy. Among 
all the existing methods leading to the evaluation of very 
accurate lattice sums, this method appears to be one of 
the simplest. 

Very recently we have further refined the above re­
sults, In particular, the use of Schlomilch series al­
lows us to find numerous summation formulas for K. 
functions like those described in Appendix B. Calcula­
tions and related applications will be reported in a fu­
ture paper. A possible application is the expression of a 
in term of elementary functions only (without reference 
to the zeta and the beta function of Riemann). 

Example: One has the curious formula 

a(NaCl) = (9/2)ln2- (1T/2) 

'" + 12L) L) {[(2j - 1)2 + (2k _ 1)2]-1/2 
1 

XCSCh1T[(2j_l)Z+(2k_1)Z]1/Z 

_ (4jZ + 1kZt 1/Z csch1T(4j2 + 4k2)1/2}. 

Four terms give: 
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(9/2) In2 - (11/2) + (12v'2) csch11v'2 - (12/VS) csch11VS 

+ (24~) csch11.fTh= 1. 747 56(28) 

accurate to 10-6 • 

Similar formulas hold for the other crystallographic 
structures. They will be reported in a future paper with 
other possible applications. 

APPENDIX A 

Certain double series containing Ks functions can be 
summed exactly in terms of Riemann zeta and beta 
functions. If s > 0 one has 

'" 6 6(- 1)m+lml/2-S (21_ W-l/2Ks_1/2[21- 1) m11] 
l,m=1 

The proof of this formula is left to the reader. He will 
start with the formula6 

'" 
6 6(- 1)m+n(m2 + n2t s = (1- 21- 2s)t(2s) - (1- 21-S )t!(s)t(s). 
m,n=1 

He will evaluate the double series by the new method. 
The result will follow. This series occurs in the evalua­
tion of a(NaCI) (with s = 1/2). 

APPENDIX B 

USing the method presented in Sec. III. D, the reader 
will have no difficulty to prove that 
+'" 

6 6 Ko{z[4m2 + (2n + 1)2]l/2}= (11/2z) cschz 
-~ 
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'" + 11 6 (Z2 + k 2112t l / 2 csch(z2 + k2112)l/2 
k=l 

and that 

'" 
6 6Ko{z[(2m + 1)2 + (2n + 1)2]1/2} 

o 
'" 

= (11/8z) cschz - (11/4) 6( _ 1)k+l(Z2 + k 2112t 1/2 
k=l 

The first equation leads to the refined value of a(CsCI) 
while the second leads to a( znS) . 
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Lie theory and separation of variables. 5. The equations iUt + Ux x - 0 
and iUt + Uxx -clx 2 U = 0 
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A detailed study of the group of symmetries of the time-dependent free particle Schrodinger equation 
in one space dimension is presented. An orbit analysis of all first order symmetries is seen to 
correspond in a well-defined manner to the separation of variables of this equation. The study gives 
a unified treatment of the harmonic oscillator (both attractive and repulsive), Stark effect, and free 
particle Hamiltonians in the time dependent formalism. The case of a potential c Ix 2 is also 
discussed in the time dependent formalism. Use of representation theory for the symmetry groups 
permits simple derivation of expansions relating various solutions of the Schrodinger equation. several 
of which are new. 

INTRODUCTION 

The present paper is one of a series investigating the 
connection between separation of variables and Lie 
symmetry groups. In this work we make a detailed study 
of the free particle Schrodinger equation in the time­
dependent formalism, i. e., the equation 

(*) uxx+iut=O, 

and of the radial equation for a free particle, 

(**) u xx - ~U+iUt=O_ 

Anderson et al. 1 (with some errors) and Boyer2 have 
classified all equations of the form 

(***) uxx-V(x)u+iut=O 

which admit a nontrivial symmetry algebra of first order 
differential operators. It is known, e. g., Neiderer,3 
that among these equations, those corresponding to 
the harmonic oscillator and the linear potential are 
actually equivalent to (*). Here we show in a very ex­
plicit manner that every equation (***) admitting sym­
metries is equivalent to either (*) or (**). The equations 
(***) are exactly those obtained from (*) and (**) by 
taking all possible separations of variables_ 

In Sec. 1 we rederive the known Six-parameter sym­
metry group G of equation (*).1,2.4.5 Here G is a semi­
direct product of the three-parameter Weyl group W 
and SL(2, R)_ We determine the global action of G and 
compute the orbit structure of its Lie algebra under the 
adjoint representation. 

In Sec. 2 we classify all coordinate systems such that 
variables separate in equation (*) and relate them one­
to-one with the G orbits. It is found necessary to include 
R separation as well as ordinary separation in this 
analysis. The orbits are essentially labelled by the 
attractive and repulsive harmonic oscillator, linear 
potential, and free particle Hamiltonians. Although all 
our coordinates systems are already known, 4 the proof 
that they are exhaustive and their explicit relation to 
orbits appears to be new. 

In Secs. 3 and 4 we give the basis in a one-parameter 
model for a representative of each G orbit. The calcu­
lation of the basis functions in the Hilbert space of func­
tions depending on x and t, and the overlap functions 
between the various bases are also given. We show that 
our knowledge of the G structure of (*) greatly simplifies 
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the derivation of the spectral representations of various 
associated Hamiltonians as well as expansion theorems 
relating different solutions of (*)_ Several of the overlap 
functions are new and our proofs of the L2-expansion 
theorems for parabolic cylinder and Airy functions are 
much simpler than the standard derivations. This work 
can be considered as the Hilbert space analogy of 
Weisner's work6 on analytic expansions in Hermite func­
tions_ The papers of Whittaker7 and Erd~lyi8 are also 
related to our procedure. 

Finally, in Sec. 5 we give a corresponding analysis 
of the equation (**)_ The methods of Barut9 for com­
puting the spectra of Hamiltonians through the use of 
representation theory are closely related to our ap­
proach_ 

The analysis presented in this paper is preliminary 
to the treatment of the time-dependent SchrOctinger 
equations in two and three space variables, which admit 
symmetries. There the theory is much richer. In 
particular, degenerate eigenvalues appear and it is 
necessary to associate separable coordinates with both 
first and second order symmetry operators. Never­
theless, as we shall show in forthcoming papers, the 
same general approach can be utilized_ 

All special functions appearing in this work are nor­
malized as in the Bateman project. 10 

1. SYMMETRIES OF THE EQUATION iU t + Uxx = 0 

Let X be the differential operator 

X =ia t + axx (1. 1) 

acting on the space 1 of locally Coo functions of the real 
variables x, t. We wish to find the maximal symmetry 
algebra of the equation 

(1. 2) 

i. e., we wish to compute all linear differential opera­
tors 

L = a(x, t)a" + b(x, t)at + c(x, t), a, b, C E] (1. 3) 

such that Lu(x, t) satisfies (1. 2) whenever u does. As 
is well known 1 ,2,11 a necessary and sufficient condition 
for L to be a symmetry is 

[L,X]=r(x, t)X (1. 4) 

for some r E 1. By equating coefficients of a xx' a t' a x' 

and 1 on both sides of (1. 4), one obtains a system of 

Copyright © 1974 American Institute of Physics 1728 
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differential equations for a, b, c, and r. We omit the 
details which can be found in several references. 1.2,4 

The final result is that the allowable L form a six­
dimensional complex Lie algebra Ci c with basis 

K2 = - t2a t - txa x - l/2 + iX2/4, K1 = - tax + ix/2, 
(1. 5) 

Ka=i, K_1=a X ' K_2=a t , K 3=xax +2ta t +t 

and commutation relations 

[K\Kj]=jK j , j=±2, ±1,0, [K_l'K1]=tKa, 

[K_1,K2]=K1, [K_2,K1]=-K_1, [K_2,K2]=-K3. (1. 6) 

In this paper we will be concerned only with the real 
Lie algebra Ci whose basis is (1. 5). A second convenient 
basis for Ci is S j' L k' E, where 

S1 =K_1, S2=K1, L3=K_2 -K2, 

Ll =K3, L2=K_2 +K2, E=KQ • 

The commutation relations become 

[L 1,L2]=-2L3, [L 3,L,]=2L2, [L2,L3]=2L1, 

[S1,S2]=tE, [L3,SJ=S2' [L 3,S2]=-SI' 

[L2, SI] = [S2' L l ] = - S2' [L1, SJ = [L2, S2] = - SI 

(1. 7) 

where E generates the center of Ci. Clearly, the 
operators L l , L 2, L3 form a basis for a subalgebra of Ci 
isomorphic to sl(2, R) and the operators SI' S2' E form a 
basis for the Weyl algebra W. Furthermore, Ci is the 
semidirect product of sl(2, R) and W. 

Using standard results from Lie theory, 12 one can 
exponentiate the differential operators of Ci to obtain a 
local Lie group G of operators acting on j. The action 
of the Weyl group W is given by operators 

T(u, v, p) = exp[p + (uvI4)]E exp(uS2 ) exp(vS1) (1. 8) 

with multiplication 

T(u, v,p)T(ul
, v', p/)= T(u+u', v + v' ,p + p' + (vu' - uv' )/4) 

where 

[T(u, v, p )/] (x, t) = exp{ i[p + (uv + 2ux - u2t)/4]} 

X/(x+v-ut,t), tEj. 

The action of 5L(2, R) is given by operators 

[T(A)/] (x, t) = exp ~(~2!~:) ] (5 + t(3)-1 /2 

X [X y+ta] 
1 I) + t{3 , I) + t{3 

where 

A=(~ ~) E5L(2,R), 

(1. 9) 

(1. 10) 

i. e., A is a real matrix with determinant + 1. Further­
more, 

(1. 11) 

(
e<> 0) 3 (COSO - sinO) 

TOe-a =exp(aK), T sinO cos8 =exp(OL 3) 
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T(COShCP sinhCP) = ex ('+'L ). 
sinhcp coshcp p 'I-' z 

Finally, the action of 5L(2,R) on W via the adjoint rep­
resentation is 

T-\A)T(u, v, p)T(A) = T(ul) + v{:J, uy + va, p). (1. 12) 

This defines G as a semidirect product of 5L(2, R) and 
W: 

g=(A,W)EG, AE5L(2,R), w=(U,V,p)EW, 

T(g)=T(A)T(w), (1.13) 

T(g)T(g') = T(AA') [T(A')-lT(w)T(A')] T(w') = T(gg'). 

It follows from general Lie theory that T(g) maps 
solutions of (1. 2) into solutions. 11 

The group G acts on the Lie algebra q of differential 
operators K via the adjoint representation: 

K - Kg = T(g)KT"I(g). 

This action splits q into G orbits. For our purposes the 
operator Ka = i is trivial so we will merely study the 
orbit structure of the factor algebra q' = Cj I {Ka} where 
{Ka} is the center of q. 

This computation was carried out by Weisner6 for the 
complexification of g and needs only minor modification 
to adopt it to g. Let 

K=AzKz+AIK I +A_IK_1 +A_zK_z+AsK3 

be a nonzero element of Ci' and set a =AzA_z + A;. It is 
straightforward to show that a is invariant under the 
adjoint representation. In the table below we give a 
complete set of orbit representatives. That is, K lies 
on the same G orbit as a real multiple of exactly one of 
the five operators in the list. 

Case 1(a<0): K_z-K2=L3' 

Case 2( a> 0): K 3 , (1. 14) 

Case 3(a =0): K z +K_l' K_2' K_l . 

Note that there are essentially five orbits. 

It is well-known that knowledge of the symmetry 
algebra of a differential equation permits one to obtain 
solutions of the equation via separation of variables. 13,14 

Indeed, in our case for given KEg and :\ E R the system 
of equations 

Ku=i:\u, Xu=O (1.15) 

leads to a separation of variables in the Schrodinger 
equation. It is clear that two operators K, K' on the same 
G orbit lead to equivalent separation of variables via 
(1. 15). Furthermore, since K_2u = iK.:1u whenever Xu 
= 0, the orbits containing K_1 and K_2 lead to essentially 
equivalent separations. Thus Eqs. (1. 15) lead to separa­
tion of variables in four distinct coordinate systems 
associated with the orbit representatives K 3 , L 3 , K z 
+K_l' and K_1 • In Sec. 2 we shall classify all coordinate 
systems in which variables separate for Xu = ° and show 
that there exist only the four obtainable from (1.15). 
Thus separation of variables for Xu = ° is explainable in 
terms of the symmetry algebra alone. (Note that for 
equations such as Uxx + u yy + k2u = ° and - iu t = un + U yy 
it is necessary to use quadratic elements in the en-
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vel oping algebra of the symmetry algebra to describe 
separation of variables. 15,16 

The real six-dimensional symmetry algebra ~1" of 
the heat equation 

(1. 16) 

can be obtained by a computation analogous to that for 
the free-particle Schrodinger equation. 4 One finds that 
the operators 

K~ = t20 t + txo x + t/2 + x2 /4, K~ = tox + x/2, 
(1. 17) 

K~=l, K~l=O"" K'_2=Ot; K,3=XO",+2to t +t 

form a basis for gil where K~ spans the center of gil and 

[K,3,Kj]=jKj, j=±2, ±1, 0, [K'l'KJ]=[K~l'K~2]=0 

[WI' K;] =Ki, [K'_l' KU = tKo, [K~2' K~] =K~l' 

[W2,K~]=K'3. 

There are five orbits in g II j{K~} under the adjoint rep­
resentation with corresponding orbit representatives 
K~, K; + K~2' K!2 + K{ ,K~2' K:l . Since K:2 = (K~I)2 for solu­
tions of the heat equation, only four coordinate systems 
in which variables separate are associated with the five 
orbits. 

2. SEPARATION OF VARIABLES FOR THE EQUATION 
XU = 0 AND THE HEAT EQUATION ut = Uxx 

In this section we examine the problem of the separa­
tion of variables for Eq. (1. 2). As opposed to the cor­
responding problem for the Helmholtz equation there is 
no established method of approach here (i. e., no as­
sociated differential form and corresponding obvious, 
group of motions as in the case of, say, the Euclidean 
plane. 17) We therefore proceed directly and examine 
the possibilities. 

Choosing a new set of real variables VI and v2 where 

X= G(Vl' v2), t=H(vl'v2) (2.1) 

and G,H are real invertable functions, Eq. (1. 2) can be 
written in the form 

(all 0ll + a12ol2 + a22 022 + alo l + ~(2)u = 0, (2.2) 

where 

and D = GlH 2 - HI G2 (subscripts denote differentiation 
with respect to V j), al and ~ are complicated functions 
whose explicit form we do not need for general G and H. 
From the form of (2.2) we ·see that a necessary condition 
for a separable solution (see definition below) of the 
form u =A(vl )B(v2) is that at least one of the coefficients 
all' a12 , ~z be zero, i. e., either HI or Hz is zero. 
Without loss of generality we can take HI = ° and write 
t = v2 (as H cannot then be a constant function). With 
these assumptions (1. 2) assumes the form (2.2) where 

(2.3) 

and all other coefficients zero. In order that this equa­
tion separate we have the additional constraints 
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(2.4) 

From these equations we have 

(2.5) 

and hence 

(2.6) 

with b a constant real number. There are two cases to 
consider: 

(i) b*O. Then l/!=.Jbvz +e. Without loss of gen­
erality we can take e = ° as our defining equation is 
translation invariant. The function G then has the form 
G=g(vl)v/!Z where it is a nonconstant real function. 
Accordingly we can define g(Vl)=Vl • The system of 
coordinates is then 

(2.7) 

(ii) b=O. From the equation Gz=!(h/g) we see that 
G= eV2 + g(vl ) and hence the coordinate system in this 
case is 

(2.8) 

One point that should be mentioned here is that the full 
equation does admit a separable solution when the func­
tions A and B are exponentials and the new variables 
are given by 

(2.9) 

with ad - be * 0. In our definition of separation, how­
ever, we require that in the associated coordinate 
system the Eq. (1. 2) can be replaced by two ordinary 
(nontrivial) differential equations in each of the sep­
arable variables. Then only the subclass of coordinates 
given by (2. 8) is admissible as strictly separable. We 
accordingly make no further comment on the choice of 
variables (2.9). 

In addition to considering separable coordinates for 
(1. 2) it is also of interest to consider R-separable solu­
tions of this equation. These are coordinates which 
admit solutions of the form exp[Q(v l , V2)]A(vl )B(vz) 
where Q is not expressible in the form g(vl ) + h(v2) and 
is not a constant. With the inclusion of such a multiplier 
term e Q, Eq. (1. 2) for the product A( vl)B( vz) assumes 
the form (2.2) with an extra term aou added to the left­
hand side. The conditions for R-separability are the 
same as for strict separability so that ~2 = a12 = 0. 

The nonzero coefficients are given by 

The conditions for separability then become upon 
writing Q = R + is (R and S real) 

l/G l =!(V2)/gl(VI), 

2R l /Gi = F(v2)w(Vl ), 

(2Sl /Gi> - (G2 /Gl ) = !2(v2)K(v1)· 

(2.10) 

(2.11a) 

(2.11b) 

(2.11c) 
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Equation (2.11b) allows us to take R=O, since its solu­
tion is of the form r1(vl) + r 2(v2 ). The remaining con­
ditions simplify to 

(2. 12a) 

(2. 12b) 

[Note: gl(vl)=i\g(vl ) for some g.] From (2.11a) the 
form of G is G =g/f+ h(v2) and g* const. We are then 
free to take g= VI' From (2. llc) we see that 

25 f2 ~K 
I = - f3 VI + f + . 

We can therefore write the form of 5 as 

(2.13) 

(2.14) 

[Remember that terms of the form g(v l ) + h(v2 ) in the 
expression for 5 can be dropped as they do not contribute 
to strict R-separation. ] We now evaluate the 
possibilities. 

(i)f=const. Then we can putf=1. Equation (2. 12a) 
implies h22 = 2a * 0. Without loss of generality we can 
then take h = av~. The corresponding coordinate system 
is 

t=V2, x=vl+av~, a>O, 

and S=av I v2 • 

(2.15) 

(ii) f2/J3 = - ~ a* 0. In this case we can take f = V;I/2, 

the constant a being absorbed in the definition of the 
variable vI' Substitution into (2. 12a) then requires 
~2 = - t bv;;3 /2 for some constant b, so that 

(2.16) 

We may take b = ° by redefining VI' The resulting co­
ordinate system is then 

(2.17) 

with 

This is seen to be a generalization of the coordinate 
system (2.7). 

(iii) f 2/J3* const. In this case, substituting into (2. 12a) 
we obtain the equations given below as requirements for 
the functions f and h: 

ff22 - 2f~ = af6, 

~2=f3f3 

(2. 18a) 

(2. 18b) 

with a, f3 real constants. We consider two possibilities. 

(1) a = 0. In this case f= av;1 and h = b/v2 + CV2. In 
particular, we can take a = 1 and C = ° effectively ab­
sorbing c into the definition of VI' The resulting co­
ordinate system is 

b :;.0, (2.19) 

with 
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(2) a*O. In this case (2. 18a) has the solution 

f=(av~+b(I/2 (2.20) 

and h has a solution of the form h = c(av~ + b)I/2 + dv2. 
We can put c = 0, effectively absorbing this term in the 
definition of VI' This results in two distinct types of co­
ordinates depending on the relative sign of a and b. 

(a) t=v2, x=vI v'l+v~ +dv2 

where 

and 

(b) t= V2, x=v1v'l- v~ + dV2 

with 

5 = - t V~V2 + ~ dVI "II - v~, 

t=v2, x=vI~+dv2 

with 

5 = t V~V2 + t dVI v'v~ - 1. 

(2.21) 

(2. 22a) 

(2. 22b) 

The coordinate system (b) is the only system which re­
quires two distinct parametrizations to cover the entire 
range of variation of v2 • This then exhausts the classi­
fication of aU coordinate systems which are R-separable 
and separable for (1. 2). In particular, it is to be noticed 
that in each case the operator X = iJ xx + iiJ t can be written 
X = f( VI' v2)(L + K) where Land K are operators in VI 

and V 2 , respectively. In particular, K is a first order 
operator such that XKu = ° and so can always be ex­
pressed as a linear combination of the generators K i . 

In Table I we give all the coordinate systems we have 
found together with the associated operators K. It is 
clear that in this classification we have not made 
use of the full invariance group of (1. 2) apart from 
translational invariance. If we do include this group in 
our definition of equivalence all the coordinate systems 
we have found are equivalent to ones whose representa­
tive basis defining operators are one of the forms (1. 14). 
In particular, we see that under this equivalence more 
than one coordinate system may be on the same orbit. 
This is a consequence of the fact that the group action 
has not been accounted for in the classification of sep-

T ABLE I. Separable coordinate systems for the Schrodinger 
equation Xu = 0 and their associated basis defining operators. 
(Note only the x coordinate is given as we always have t = v2') 

Coordinate system Multiplier eiS 

1. x=cv2+Vj. c;;':O 8=0 

2. x=Vj +av~, a >0 8=aVjV2 

3. x=vld/2+cV2. 
CER 

4. x=VjV2 
+b/V2. b;;,:O 

5. x=v{'/i +v~ 
+dV2. d;;': 0 

6. X=Vfv'1-v~+dv2 

x= viv'v~ -1 +dv2 • 

d;;,:O 

8=ivfV 2 

+!dVlfl+v~ 

8=-!vlv 2 

+!dvj,fl-v~ 

Basis operator K 

K=K.2+cK. j 

K=K. 2-2aKj 

K=K3- cK j 

K=K2+K. 2+dK. j 
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T ABLE II. Separable coordinate systems for the heat equation 
Ut = U"" (for all multipliers S = 0). 

Coordinate system Multiplier Operator 

1. x=vl 0 ~~ 2. X=VjV21/2 0 

3. x=vjv'l+v~ R=-!V2Vr K;+K:2 
4. X=Vl+!V~ R=-!VjV2 K: 2+Kj 

arable systems. In the next section we deal with those 
bases corresponding to inequivalent orbits. In that sec­
tion we give the solutions of (1. 2) in the corresponding 
coordinates. 

Finally, in this section we list in Table II the sep­
arable coordinate systems for the heat equation (1. 16) 
corresponding to representatives of the inequivalent 
orbits of basis defining symmetry operators. 

3. ONE AND TWO-VARIABLE MODELS 

We now show that the operators (1. 5) can be inter­
preted as a Lie algebra of skew-Hermitian operators on 
the Hilbert space L 2(R) of complex-valued Lebesgue 
square-integrable functions on the real line. To do this 
we consider t as a fixed parameter and, in view of (1. 2), 
replace iJ t by iiJ xx in expressions (1. 5). It is easy to 
show that the resulting operators restricted to the do­
main of C~-functions with compact support and multi­
plied by i are symmetric and essentially self-adjoint. 
Indeed the operators (1. 5) are real1inear combinations 
of the operators 

1<2=ix2/4, Kl=ix/2, Ko=i, K_l=iJ x' K_2=iiJ xx 

K 3=xiJ x +t (3.1) 

and iKJ' iK3 are essentially self-adjoint. Moreover, 
when the parameter t is set equal to zero, K j becomes 
I<j and K3 becomes K 3. It follows that the operators 
I<i' K3 satisfy the commutation relations (1. 6). 

From Stone's theorem18 we know that to each skew­
HermitianH E C; there corresponds a one-parameter 
group U(a)=exp(aH) of unitary operators on L 2(R). This 
group in turn acts on C; viaK- U(a)KU(- a). In parti­
cular, one can easily verify that 

[exp(tl< -2)]1< j[ exp( - t 1<_2)] =KJ, 

[exp(tK -2) ]K3[ exp( - tK_2)] =K3. 
(3.2) 

Thus iff EL2(R) then u=exp(tK_2)/ satisfies Ut=K_2U 
or iU t = - un (for almost every t) whenever f is in the 
domain of K -2' and u(O) = f. Also it is easy to show that 
the unitary operators exp( aK) 
=exp(tK_2) exp(aK) exp(- tK_2) map such a U into v 
= exp( a K)u which also satisfies v t = K -2 v. Thus the 
unitary operators exp(aK) are symmetries of (1. 2). 

Later we will show that the operators K1' K3 generate 
a global unitary representation of the group G on L 2 (R). 
Assuming this for the moment, let U(g), gEG, be the 
corresponding unitary operators and set T(g) 
=exp(tK_2)U(g)exp(-tK_2)' Again it is easy to demon­
strate that the T(g) are unitary symmetries of (1. 2) and 
that the associated infinitesimal operators are 
K = exp(tK_2)K exp( - tK_2)' 
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Now consider the operator L 3 = K -2 - K 2 = i iJ xx - ix2 
/ 4 

Eg. If f EL 2 (R) then u(t)= exp(tL 3)/ satisfies u t = L3U 
or iu t =-un +x2u/4 and u(O)=f. Similarly, the unitary 
operators V(g) = exp(tL 3)U(g) exp( - tL 3) are symmetries 
of this equation, the SchrOdinger equation for the har­
monic oscillator, and one can verify that the associated 
infinitesimal operators exp(tL 3) K exp( - t L3) can be ex­
pressed as first order differential operators in t and x. 
Continuing in this manner we consider the operator 
L 2 =1< -2 + K2 = iiJ xx - ix2/4 E C;. If f E L 2(R) then u(t) 
=exp(tL2)f satisfies Ut=L2U or iu t =-uxx -x2u/4 and 
u(O)=f. The operators W(g)=exp(tL2)U(g)exp(-tL2) 
form the unitary symmetry group of this equation, re­
pulsive harmonic oscillator potential, and the associated 
infinitesimal operators exp(t L 2) I< exp( - t L 2) are first 
order in x and t. Finally, we consider the operator H 
= K -2 -1<1 = iiJ n - ix/2 EC;. If fE L 2(R) then u(t) = exp(tH) 
satisfies u t = H u or iU t ± - Uxx + xu/2 and u(O) = f. The 
unitary operators X(g) = exp(tH)K exp( - tH) are sym­
metries of this Schrodinger equation for the linear po­
tential and the infinitesimal operators exp(tH)K exp( - tH) 
are first order in x and t. 

Note further from (1.14) the operators K-2' L3' L2' 
and K -2 - Kl corresponding to the free particle, attrac­
tive and repulsive harmonic oscillator, and linear po­
tential Hamiltonians, lie on the same G orbits as the 
four representativesK_2' L3' K3 and K2+ K-1' respec­
tively. Thus these four Hamiltonians correspond exactly 
to the four systems of coordinates in which Eq. (1. 2) 
separates. We see that these Hamiltonians form a com­
plete set of orbit representatives in C; in the sense ex­
plained following Eq. (1. 15). 

Note that if two operators lie on the same G orbit then 
the first operator is unitary equivalent to a real con­
stant times the second operator. Thus two suitably nor­
malized operators on the same orbit necessarily have 
the same spectrum. In particular, if K, K' E C; with 
1<.' = U(g)1< U(g-l) and the self-adjoint operator iK has a 
complete set of (possibly generalized) eigenvectors 
f~(x) with 

il<f~ =Af~, (f~, f,,)= o~u 

where 

(hI' h2 ) = f.: h1(x) h2(x) dX, hj E L 2(R), 

then for R = U(g)f~ we have 

(3.3) 

(3.4) 

(3.5) 

and the f{ form a complete set of eigenvectors for iK' .19 

These remarks imply that, if we wish to compute the 
spectrum corresponding to each operator K E C;, it is 
enough to determine the spectra of the four Hamiltonians 
listed above. Moreover, we may be able to choose 
another operator K on the same G orbit as a given 
Hamiltonian such that the spectral decomposition of K 
is especially easy. The spectral decomposition of the 
Hamiltonian and the corresponding eigenfunction ex­
panSions then follow from those of I<. by application of 
a group operator U(g). 

As a special case of these remarks consider the 
operator K -2 = iiJ u' If {fJ is the basis of generalized 
eigenvectors for some operator K E C;, then {j~(t) 
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=exp(tK_2)fJ is the basis of generalized eigenvectors 
for K = exp(tK_2)K exp( - tK -2) and the n(t) satisfy the 
equation iU t = - uxx' Similar remarks hold for the other 
Hamiltonians. 

We begin our explicit computations by determining the 
spectral resolution of the operator L 3 =K -2 - K2' The 
results are well-known. 18 The eigenfunction equation is 

iL3f=A/, (- axx +x2/4)f=A/, 

and the normalized eigenfunctions are 

f ;1)(X) = [n ! v'27T 2"]-1 /2 exp( - x2/4)H (X2-1/ 2), 
A" " (3.6) 

n=0,1,2, ... , (/
(1) f(1»=6 
Xn ' Am nm 

where H n(x) is a Hermite polynomial. 

It is now easy to show that the K operators expo­
nentiate to a global unitary irreducible representation 
of G. Indeed, from the known recurrence formulas for 
the Hermite polynomials one can check that the opera­
tors L l' L2' L 3 acting on the f (1) -basis define a reducible 
representation of s1(2, R) belonging to the discrete 
series. The value of the Casimir operator is 
!<d + f ~ - L~) = - 3/16. As first shown by Bargmann, 20 
this Lie algebra representation extends to a global 
unitary reducible representation of SL(2, R). Similarly, 
the operators 51' 52' L 3' acting on the f (1) -basis define 
the irreducible representation (:>t, l) = (- t, 1) of the Lie 
algebra of the harmonic oscillator group S. 21 Again this 
Lie algebra representation is known to generate a global 
unitary irreducible representation of S. 21.22 Finally, 
since every unitary operator from SL(2, R) can be 
written in the form exp( OIL 3) exp(i3L 1) exp(yL 3)' 20 where 
exp(OIL 3) also belongs to S, and since L 1 is a first order 
operator whose exponential is easily determined, we 
can check that the identity (1. 12) holds in general. Thus 
our representation of G extends to a global unitary rep­
resentation U of G which is irreducible since U I S is 
already irreducible. The matrix elements of the opera­
tors U(g) in the f(1)-basis can be found in numerous 
references, e. g., Refs. 20, 22, 23. 

The unitary operators U(g) on L 2(R) are easily com­
puted. The operators 

U(u, v,p)= exp[p + (uv/4)] t exp(u52)exp(v 51) 

defining an irreducible representation of W take the 
form 

[U(U'V'P)f](x)=exp~~+ ~v + ~X)Jf(x+V)' fEL 2(R). 

(3.7) 

The operators U(A), A ESL(2,R), are more complicated. 
From Ref. 24 (p. 493) we have 

exp(aK _2)f(x) 

= 1. 1. m. _1_ f- ~ exp[ - (x - y)2/4ia]f(y) dy, 
..j4rria - (3. 8) 

and it is elementary to show 

exp(b K 3 )f(x) = exp(b/2)f(ebx), 

exp(c K2)f(x) = exp(icx" /4)f(x). 

Relations (1. 11) imply 
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exp( cP L 2) = exp(tanhcp K 2) exp( sinhcp coshcp K -2) 

xexp(-lncoshCPK3)' 

so (3.8) and (3.9) yield 
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xLi. m. f~ exp[ - (x - Y coshCP)2/4i sinhcp coshCP ]f(y) dy. 

(3.10) 

A similar computation for exp( BL 3) gives 

("L )f( )- exp[(ix
2
/4)cotB] 

exp !7 3 X - (4rri sinB)172 

xLi. m. i" exp[ - (y2 cosB - 2xy)/4i sinB] fey) dy. 

(3.11) 

Using (3. 8) we see that the basis functions fi':-) (x) map 
to the ON basis functions Fill (x, t)=exp(tK_2)f~1)(x) or 

" n 

F (1)( t)-[ '2"·/2 (1 (2)]-1/2 Ii:. x
2
t _ x" ~"x, - n. v rr + exp\4"i'+?" 4( 1 + t2) 

- fA" arctanf)Hn[x/.../2(l + f)] (3.12) 

which are solutions of (1. 2). 

Next we study the spectral theory for the orbit con­
taining the operators K-2 + K2 (repulsive oscillator) and 
K3' Since the spectral analysis for K3 is elementary we 
study it first. [The corresponding results for K -2 + K 2 

then follow by application of an appropriate group 
operators U(g).] The eigenfunction equation is 

iK 3 f=A/, K3 =xa x + t· 
The spectral resolution for this operator is well-
known. 25 It is obtained by considering L 2(R) as the direct 
sum L 2(R +) EB L 2(R - ) of square-integrable functions on 
the positive and negative reals, respectively, and taking 
the Mellin transform of each component. Then iK3 
transforms into multiplication by the transform variable. 
The spectrum is continuous and covers the real axis with 
multiplicity two. The generalized eigenfunctions are 

f (2)*(X)= _1_ x -i~-1/2 :>t ER, 
~ ..r2ir * , (3.13) 

where 

t if x>O ~~l(-:)o if x>O 

x~= 0 
if x<O, if x<O 

From (3.8) we find exp(tK_2)f~2)*=F~2"(x, f) where 

t> 0, (3.14) 

r(z) is a gamma function, and Dv(z) is a parabolic cy­
linder function. 10 [These results follow from (3.8) by 
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mOving the integration contour from the positive real 
axis to a ray making an angle of rr /4 with the real axis. 
We can also use the fact that we know the differential 
equations characterizing the function (3. 14). ] Also, we 
have 

(a) Fi2)+(x, t) = F~~)+(x, - t), 

(b) F~2)- (x, t) = F~2)+ (- x, f). 

It follows immediately from (3.13) that 

(F~2)*, F~2)±) = 6(/.L - \), (F~2)" F~2)o)= O. 

(3.15) 

(3.16) 

Application of these orthogonality and completeness 
relations to expand an arbitrary f E L 2(R) yields the 
Hilbert space version of Cherry's theorem, 10.26 which is 
an expansion in terms of parabolic cylinder functions. 
Note that our expansion is simply related to the spectral 
resolution of the operator K3 = 2to t + xo x + ~ = 2ito xx 

+xox+ ~. 

The next orbit we consider contains the operators 
I< -2 + I< 1 (linear potential) and 1<.2 + I< -1' Since the spec­
tral analysis for the second operators is simpler, we 
study it. The eigenfunction equation is 

i(1<2 + K -1)f = \f, 1<2 + 1<-1 =ix2 /4 + ax' 

The spectral resolution is easily obtained from the 
Fourier integral theorem. The spectrum is continuous 
and covers the real axis, and the generalized eigen­
functions are 

f~3)(X)= ~_exp[-i(XX+X3/12)l, \ER, 
v2rr 

(J ~3), f~3» = 6(/.L - x). 

We find that 

XAi[22/3(~V1 + x)] 

with v1 and v2 as in Table I, system 4 with b =~. 

(3.17) 

(3. 18) 

Ai(z) is a Airy function. These are the basis functions 
for the operator K2 +K_1 == - it2oxx + (1- tx)ox- t/2 
+ ix2/4. For the orbit containing K1 the complete set of 
eigenfunctions is 

f(4) = _1_ exp(- iXx), \ ER, (3.19) 
{2; 

with the usual orthogonality properties. It is not hard to 
show that 

Fi4 )(x, t) = _1_ exp(i(x2t - \x)]. 
{2; 

(3.20) 

The case of the remaining orbit K_2 differs so little from 
this last case that we do not treat it here. 

If {JA(X)} is a basis of (generalized) eigenfunctions of 
some I<. E C; and Fx(x, f) == exp(tI<_2)fA(x) then FA(x, r) 
==exp([r-t]I<._2) FA(x,t) and we have the Hilbert space 
expansions 

k(x - y, t) = J FA(x, t)fA(y) d\, (3.21) 

k(x - y, r - t) = J FA(x, r)FA(y, t) d\ 

where the integration domain is the spectrum of iK and 

J. Math. Phys., Vol. 15, No. 10, October 1974 

1734 

k(x, t)= ~ exp(-x2/4it) 
v4rrit 

is the kernel of the integral operator exp(tK_2)' These 
expansions are known as continuous generating 
functions. 7,8 

4. OVERLAP FUNCTIONS 

In this section we compute the overlap functions 
(J~I), f~j» which allow us to expand eigenfunctions f~/) 
in terms of eigenfunctions f<j). Since (U(g)f~i), U(g)f<,!» 
==(f~j), f~», the same expressions allow us to expand 
eigenfunctions U(g)f i i) in terms of eigenfunctions 
U(g)f~j). We give here then those overlap functions cor­
responding to basesf~i) that we have taken as standard: 

(f<l) f(2).)=(±2)"+iH/2r(iX/2+t+~n) (4.1) 
A"' A 2rrv'2"n ! 

X2F1(-~n, ~-~n, ~-iX/2-~n;~). 

For the calculation of the overlap functions (f~~), fi 3» 
it is convenient to give a generating function rather than 
an explicit expression. The result is 

22/3 exp[_ i(i- + X + J2y)] Ai[22/3(t- iX - iv'2y)] (4.2) 

= t (i2iy)" (f~l), fi3». 
"=0 ..fiiT " 

This expression follows from the form of the generating 
function of Hermite polynomials given by Ref. 10. 

(JA(l), f~4» == [n! (- 2)"rr ]-1/2 exp( - \2)H.( ..f'i5...), (4.3) 
• 

(fi~>' fi2 )+) 

== ..!.(l2i)<l/e-iA/3) ~ r{[(n - i\)/3] + t} 
2rr .. 0 n! 

x [exp( 5irr /6)X' ]"( 12)·/3, 

where 

(J~~), fi2)-) = (- 1)11.-1/2 (f~.3), f-(;)+). 

(Ji~>' fi 4» == 22/3 Ai(22/3[X - \']), 

(4.4) 

(4.5) 

(fi~>' fi~)±) == ~: exp('f i\'rr/2) r(- X' + l)(H iO)"A·-l. 

(4.6) 

The general overlap function relating an eigenbasis on 
one orbit to an eigenbasis on another orbit is of the 
form (U(g) f i il, f~j». Indeed, a general eigenbasis {hi il} 
on orbit i can be expressed as h~i) == U(gh)fi i). Thus, 
(h~i), k~j» = (U(gh)fi i), U(gk)f~j» == (U(g-,/gh)fi il ,J~». 
These expressions are known as "mixed basis matrix 
elements. "27 Their knowledge allows us to expand any 
eigenfunction of an operator in C; in terms of eigenfunc­
tions of any other operator in C;. Since the inner product 
is invariant under the unitary operators U(g), the 
knowledge of the matrix elements for fixed i,j, and g 
can lead to a variety of different expansions. We shall 
not tabulate these elements here but merely note that 
they are of some interest. Indeed, they yield Hilbert 
space analogies of the analytiC function expansions 
derived by Weisner in Ref. 6. However, the Hilbert 
space theory is richer and more complicated since one 
can derive expansions in all bases, not just Hermite 
function bases as used by Weisner. 
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As an example we give the mixed basis elements: 

(exp(tl< -2)1 ~~) , I:;)") = (f~~), exp( - tK _2)/~2)±) 

_ (± 2)"../U-l/2 (1 + it)l,., /2 exp( - iA. n arctant) 
- 21J"'i2iinT (1- it)n/2+ilL/2+1/4 

xre~+~+~) 

( 
n 1 n 3 iJ.1. n 1 - it ) 

x 2F 1 - 2' 2 - '2' 4" -"2 - '2; -2- . 

These elements allow us to expand Hermite polynomials 
as an integral over paraboliC cylinder functions and 
parabolic cylinder functions in series of Hermite 
polynomials. 

5. THE EQUATION iU t + Ux - cu/x2 = 0 

Here we apply the methods discussed in the previous 
sections to the differential operator 

(5. 1) 

We first compute the maximal symmetry algebra of the 
equation Yu=O. Thus, we find all operators L, Eq. 
(1. 3), such that Y(Lu) = 0 whenever Yu = O. A straight­
forward calculation shows that the symmetry algebra 
He is three-dimensional with basis 

K_2 = at' K2 = - t2at - txa x - t/2 + ix2/4, 
K3=2ta t +xa x + 1/2 

and commutation relations 

[K3,K"2l=± 2K"2' [K2,K_2l=K3• 

For the basis L J where 

L 1 =K3, L2=K_2+K2' L3=K_2-K2' 

we have the relations 

(5.2) 

(5.3) 

It is clear that the real Lie algebra generated by these 
basis elements is sl(2, R). The corresponding group 
action of SL(2, R) on functions I(x, t) is given by the 
operators (1. 10), and the explicit relation between the 
group and Lie algebra operators by (1. 11). 

The group SL(2, R) acts on sl(2, R) via the adjoint 
representation and splits the Lie algebra into orbits. 
Let 

K=A~2 +A_~_2 + A~3E sl(2,R) 

and set Ci =A0_2 + A;. It is straightforward to check that 
Ci is invariant under the adjoint representation and that 
K lies on the same SL(2,R) orbit as a real multiple of 
exactly one of the three operators in the following list: 

Case I(Ci<O): K_ 2 -K2 =L3 , 

Case 2(Ci>0): K 3
, (5.4) 

Case 3(Ci=0): K 2 • 

We see that there are essentially three orbits. 

The evaluation of all separable coordinate systems 
proceeds as for the free particle case except that now 
we have the added restriction that GjG = h(u1). The re-
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sulting coordinate systems, multipliers, and basis de­
fining operator are then listed in Table III. 

In analogy with our argument in Sec. 3 we can inter­
pret the operators (5.2) as a Lie algebra of skew­
Hermitian operators on the Hilbert space L 2(R + ) of 
complex-valued Lebesgue square-integrable functions 
I(x) on the positive real line, 0 < x < 00. This is ac­
complished by considering t as a fixed parameter and 
replacing at by ia xx -ic/x2 in expressions (5.2). The 
resulting operators when multiplied by i and restricted 
to the domain of C~ functions with compact support in 
R + are via Weyl's lemma,28 easily seen to be essential­
ly self-adjoint provided c ~ 2. In the remainder of this 
paper we assume that the constant c satisfies this in­
equality. The operators K"2' K3 are real linear com­
binations of the skew-Hermitian operators 

1<_2=ia xx - ic/r, 1<2 = ix2/4, K 3=xa x + 1/2 (5.5) 

to which they reduce when t = O. Similarly, the skew­
Hermitian operators 

L = K 3=xa x +~, L 2 = K-2 + K2 =ia xx - ic/x2 + ix2/4, 

L 3 = 1<-2 - I< 2 = ia xx - ic /x2 - ix2/4 
satisfy relations (5.3) and the L j reduce to L j when 
t=O. 

In analogy with Sec. 3, one finds 

exp(t /<.. -2)/<" j exp( - t /<.. -2) =KJ, 

exp(tl<. -2) L J exp( - tl< -2) =Lj" 

(5.6) 

(5.7) 

Thus for any 1 E L 2 (R +) the vector u( t) = exp(t I< -2) f 
satisfies u t = 1<._2U or iut=-uxx + cu/r and u(O) =1. Also 
the unitary operators exp( CiK) 
= exp(t 1<-2) exp( Ci 1<.) exp( - t K -2)' I<. E sl(2, R), map solu­
tions of the equation u t = I<. _2U into other solutions. 

We will soon demonstrate that the operators 1<"2' 1<.3 
generate a global unitary irreducible representation of 
the universal covering group J of SL(2, R) by operators 
U(g) , gEJ, on L 2(R +). Assuming this we see that the 
operators T(g) = exp(t I< _2)U(g) exp( - t I< -2) define a group 
of unitary symmetries of the equation Yu = 0, with as­
sociated infinitesimal operators K = exp(t I< -2)1< exp( - tK -2)' 
This discussion shows the relationship between our Lie 
algebra of I<. -operators and the Schrodinger equation for 
the radial free particle. 

Next consider the operator L 3 E s1(2, R). If 1 E L 2(R +) 
then u(t) = exp(t L 3)1 satisfies u l = L 3U or iu = - u 
+ cu/x2 + x2u/4, the Schrodinger equation fo~ the ;:'adial 
harmonic oscillator. The unitary operators V(g) 
= exp(tL 3)U(g) exp( - tL 3) are symmetries of this equation 
and the associated infinitesimal operators 

TABLE III. Separable coordinate systems for the equation 
Yu=o. 

Coordinate 

1. X-Vj 
2. x=VjV~/2 
3. X=VjV2 

4. x=vjv'l +v~ 

5. x=vj/±(I -v~f 

Multiplier e iS 

s=o 
S=o 
S=!v2v l 
S=!v2v l 
S=±!v2vl 

Basis operator 

K_2 
K3 

K2 

K2-K_2 

K2+K_2 
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exp(t L 3) K exp( - tL3) are first order linear differential 
operators in x and t. Similarly, iff E L 2 (R +) then u(t) 
= exp(t L 2)f satisfies u t = L 2U or iUt = - Uxx + cu/x2 

- x2u/4, the Schrodinger equation for the repulsive 
radial oscillator. The operators W(g) 
= exp( tL 2)U(g) exp( - tL 2) determine the symmetry group 
of this equation and the associated infinitesimal opera­
tors exp(tL2)K exp( - tL 2) are first order in x and t. 

From (5. 4) it follows that the operators K -2' L 3' L 2 

corresponding to the radial free particle, attractive and 
repulsive harmonic oscillator Hamiltonians lie on the 
same J orbits, as the three orbit representatives K 2' 

L 3 and K3
, respectively. Our three Hamiltonians cor­

respond to the three J orbits of sl(2, R). The remarks 
concerning expressions (3.3)-(3.5) and the invariance 
of spectra for operators on an orbit carryover without 
change to this case except that the inner product is now 

(hI' h2) =.( hI (x)h2{x) dx, h, E L 2(R +). (5. 8) 

Note that if {fJ is the basis of generalized eigenvec­
tors for some f< E sl(2, R) then if{(t) = (exp fK-2)fx} is 
the basis of eigenvectors for K = exp(t K -2) f< exp( - t K -2) 
and the f~(t) satisfy the SchrMinger equation for the 
radial free particle. Similar remarks hold for the other 
Hamiltonians. 

We first present the well-known results for the spec­
trum of L 3' The eigenfunction equation is 

iLf=Aj, (-oxx+ C /X2+x2/4)f=V 

and the normalized eigenfunctions are 

f O)(x)=' e-r/4x(u.1)/2L(u/2)(x2/2) 
( 

n12-u/2 ) 1/2 ? 

Xn r(n + 1 + J.L/2) n' 

(5.9) 

n=O, 1, 2, "', 

where L~"')(z) is a generalized Laguerre polynomial. The 
{Jill} form an ON basis for L 2(R +). 

n 

Using the recurrence relations for the Laguerre poly­
nomials one can check that the operators L, acting on 
the fm basis define an irreducible representation of 
sl(2, R) belonging to the discrete series. The Casimir 
operator is !(L ~ + L ~ - L~) = - 3/16 + c/4. As is well­
known, 20,23 this Lie algebra representation extends to a 
global unitary irreducible representation of J. The 
matrix elements of the operators U(g) in a f( 1) basis can 
be found in Refs. 23 or 29. 

We now compute the operators U(g) directly. Clearly, 

exp(aK3)f(x) = exp(a/2)f(e·x), 

exp(aK2)f(x) = exp(iax2/4)f(x). 

Furthermore, 

(r.lL )f( )= exp(=Fi7T(J.L + 2)/4 1 . m f~ ( )1/2 
exp jJ 3 X 2 I sini3 I . 1. . 0 xy 

x exp (± ~ (x2 + y2) I coti3l) 

XJ,,/2(21::ni3I)f(y)dY, 0< li3l<7T, (5. 10) 
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where we take the upper sign for 13 > 0 and the lower for 
13 < O. [Here J u (z) is a Bessel function. ] The additional 
relation exp(7TL3)= exp[- i7T(1 + J.L/2)] allows us to deter­
mine exp(i3L 3) for any 13. To prove these results we ap­
ply the integral operator (5.10) to an f (1) basis element, 
and use the Hille-Hardy formula22 and the fact that 
exp(i3L 3)fx<'~.) = exp[ - i(2n + J.L /2 + l)i3]f i~) to check its 
validity. Since (5.10) is valid on an ON basis and 
exp(f3L 3) is unitary, the expression must be true for all 
f EL2(R+). 

The group multiplication formula 

expy I< -2 = exp( - sine cose K2) exp(ln coseK3
) exp(e{ 3) 

with y = tane and expressions (5.9), (5. 10) easily yield 

( 
1/ )f( ) - exp[ =F(i/4)7T(J.L + 2)] l' f~ ( )1/2 

exp y{\ -2 X - 21 y 1 . 1. m. 0 xy 

(
i(x2 + y2») ( xy ) Xexp 4y J,,/2 21'Y1 f(y)dy, 

(5. 11) 

where we take the upper sign for 'Y > 0 and the lower for 
'Y < O. A similar group theoretic calculation gives 

(,J.,L )f( )- exp[=F (i/4) 7T(J.L +2)] l' f~( )1/2 
exp'i" 2 X - 21 sinhCP 1 .l.m. xy 

o 

x exp(~ (x2 + y2) cothcp ) 

xJu 12 (21 s:~cp I) f(y) dy. (5. 12) 

From (5.11) we find that the basis functionsf~ll(x) 
map to the ON basis functions Fi~) (x, t) = exp(t K -2}j~~) (x) 

F(l)(x t) 
Xn ' 

( 
X2 ) (".ll 14 

= 2(- 1)"exp[± (i/4)7T(J.L + 2)] 1 + f 

< 
for t>O (5.13) 

which are solutions F of YF=O. 

The J orbit containing the operator L 2 (repulsive 
radial oscillator) also contains K3 so we merely study 
the spectral theory for K3 • The results are well-known. 35 
The eigenfunction equation is 

The spectrum is continuous and covers the real axis 
with multiplicity one. The generalized eigenfunctions 
are 

fi2)(x) = _1_ X-IX-1/2, X ER, 
& 

(5.14) 

(f~2), f~2»=5(J.L-X). 

Again using (5.11) we find F X(2)(X, t) = exp(tK2)f~2)(x) 
where 
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F(2)( t) 1 r(i\/2 + J.L/4 + i) exp[=f (7T/4) (ill + i + x)] 
~ x, = v'27T r(l + J.L/2) ,.. 

(5. 15) 

i~/2-1/4 2/ )-1/4 (iX2) M (iX2 ) X t (x t exp 8t (i~/2).(1L/4) -t-

for t ~ O. Here M x ,n(z) is a solution of Whittaker's equa­
tion. 10 If follows from our procedure that the basis 
functions satisfy 

(F~2), F~2»=()(J.L-\) 

and can be used to expand any f E L 2 (R +). 

Finally, the orbit containing K -2' corresponding to 
the radial free particle, also contains K2' The spectral 
theory for K 2 is elementary because K 2 is already dia­
gonalized in our realization. The generalized eigen­
functions are (symbolically) 

f~3)=()(X-A), iK2f~3)=(A2/4)f~3), \;:>0. 

The spectrum is continuous and covers the positive real 
axis with multiplicity one. We have 

F~3)(X, t)=exp(tK_2)f~3)(x) 

or 

F(3)( t)= exp(=fi(7T/4)(J.L + 2) (XA)1/2 
l x, 21tl 

(5.17) 

with (F~3), F~3» = o(J.L - A). Expansions in the basis 
{Fi 3

)} are equivalent to the inversion theorem for the 
Hankel transform. The F~3) are basis functions for the 
operator K 2 • 

Each of our bases has continuous generating functions 
of the form (3.19) where now 

k( t)= exp(±i(7T/4)(J.L+2) (xy)1/2 
x,y, 21t 1 

(
i(X

2 + y2») (Xy ) 
xexp 4t . J /1-/2 Wi (5.18) 

(see Ref. 8). 

The overlap functions (f~il, f<,!» have the same 
significance as in Sec. 4. Because of the simplicity of 
the basis f~3) the only overlap of interest is 

(fUl f(2»=.!.(r(n+l+tJ.L)2il)1/2 r(iA/2+J.L/4+i) 
~n' ~ 2 7Tn! r(1+iJ.L) 

(5.19) 

( 
iA J.L 1 1 ) 

x 2F 1 - n, 2' + 4 + "2; 1 + "2 J.L; 2 . 

In particular, we notice that the overlap functions are 
dependent on the representatives f~, f~j) that have been 
chosen on each orbit. From this we see that the most 
general way to define an overlap function is as the mixed 
basis matrix element (fiil, U(g)f~j» where g is a gen­
eral group element. This problem has been treated for 
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the group SL(2, R), Ref. 27, where a corresponding 
group parametrization has been given for each choice 
of i * j in the above expression. In particular, the re­
sulting expressions for the mixed basis matrix elements 
proved quite tractable to calculate and amounted to the 
calculation of the mixed basis matrix element of a one 
parameter subgroup in each case. We refer to the 
original article27 for further details. 
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We show how the zeroes of the Jost function for an s -wave attractive exponential potential are 
distributed. In particular. we use known results, especially some of Coulomb's, on the zeroes of 
Bessel functions to demonstrate that there are no zeroes for complex momentum k = k 1 + ik, (k 1=1=0, 
k,=I=O). 

During a recent numerical investigation of the inverse 
scattering formalism of Gel' fand and Levitan,l we 
searched for efficient methods of evaluating the driving 
term of their integral equation for the kernel. The driv­
ing term is related to an integral2 whose integrand in­
volves the Jost function, f,(k), as If,(k) 1-2

• A deSire to 
deform the contour led us to investigate how the zeroes 
of the J ost function are distributed in the complex k 
plane. A finite-range potential's distribution is discuss­
ed by Newton, 3 where references to the original papers 
may be found. Sartori4 has considered the case of s­
wave potentials which vanish at infinity faster than any 
exponential, but his approach does not appear to be gen­
eralizable to potentials which vanish slower at infinity, 

In this paper we determine the zero distribution for a 
s-wave attractive exponential potential. Since the 
Schrodinger equation is analytically solvable in this 
case,5 it continues to be of interest in scattering 
theory. 6 

It is well known that the S matrix may be expressed 
in terms of the Jost function as 

S(k) = e2i6 (kJ = f(k)/f( - k), (1) 

We follow the convention used by Newton3 here and the 
angular-momentum subscript is suppressed since we 
only deal with s waves. 

Let us write the exponential potential as 

V(r)=-Voexp(-r/a), Vo>O. (2) 

Then, for the s wave the Jost function is7 

!(k) = exp[ - iak log(a2Vo)] r(l + 2iak)J2iak(2aV~ /2). (3) 

We define Z '= 2aV~ /2 and we note that Z is real. 

The poles of j(k) come from the gamma function and 
occur when 

1+2iak=0,-1,-2, ... 

or 
k=-in/(2a) for n=-1,-2, •••• (4) 

These are the so-called redundant poles, 8 Equation (3) 
shows us that, since the gamma function is never equal 
to zero, the zeroes of f(k) are the zeroes of 

(5) 

Our task is to use what is known about Bessel func­
tions to find these zeroes. We use as a reference the 
book by Gray and Mathews9 and we consider the different 
sections of the complex k plane. Some useful relations 

involving Bessel functions are contained in the appendix. 

First, let v = 2iak and let k = - ii' with y> 0. Hence 

(6) 

and for real Z such Bessel functions can have zeroes. 9 

These are the bound states. 

Now let k be real and greater than zero. A proof by 
contradiction1o leads us to j(k) '" ° for real k '" 0. This is 
a speCial case of a well-known general result, 11 and it 
can be derived in various ways. The point k = ° is spe­
cial and although f(O) may be equal to zero for s waves, 
this is not a bound state. 11 It is also well knownll that a 
Jost function has no zeroes, other than bound states, in 
the lower-half k plane. For our particular case of a s 
wave, attractive exponential potential, this result is 
quickly seen with Eq. (A2) (with b = ° and C = 1) and Eq. 
(A3), or with Ref. 12. 

We now enter the upper k plane. Let us first put k=iy 
with i' > 0, and define v'= 2iak = - 2ar. We momentarily 
assume the potential is too weak to have a bound state. 

As y increases toward plus infinity, v will pass 
through negative integers, say -no So we have 

J.n(Z) = (- l)nJn(Z) , 

J'n-l (Z) = (- l)n+1Jn+l (Z) = - (-l)nJn+1 (Z). (7) 

When n is a positive integer, n = 2iak leads to a k which 
is on the lower half of the imaginary axis. Since we have 
assumed that there is no bound state, In(Z) has the same 
sign for all n. Hence Eqs. (7) show that J.n(Z) and 
J.n.1(Z) have the opposite signs. Since Jv(Z) is finite for 
all v when Z", 0, J_2a,,(Z)'has a zero between v = - n and 
v = - n - 1. This means that J.2a,,(Z) has an infinity of 
zeroes and these are the virtual states. Thus, J2Iak(Z) , 
and hence j(k), equals zero an infinite number of times 
for k on the upper imaginary axis. If bound states are 
present then J2a,,(Z) changes sign a finite number of 
times, but J.2a,,(Z) will still have an infinity of zeroes. 
We remark that Coulomb13 has shown that the zeroes of 
Jv(Z), for v real, asymptotically approach the negative 
integers, which are the redundant poles' locations ac­
cording to Eq. (3). 

Finally, we consider k = kl + ik2 with k2> ° and k1 ", 0. 
For this case 

(8) 

so that Re (v) < 0. W~ folloW Coulomb13 and use Eq. (A2) 
with b = 1 and let C - 00. We assume v and Z are such 

1738 Journal of Mathematical PhYSics, Vol. 15, No. 10, October 1974 Copyright © 1974 American Institute of Physics 1738 



                                                                                                                                    

1739 J.P. Lavine: Thes-wave attraction exponential potential 

that J)Z) = 0, and hence Jv* (Z) = O. This means that the 
right-hand side of Eq. (A2) contributes ZElro for b = 1. 
To evaluate the contribution as C- 00, we need14 

Jv(CZ)- (2/1TCZ)1/2 cos(CZ - v1T/2 -1T/4), (9) 

Equation (9) implies that the Jv(CZ)Jv*(CZ) term goes 
as C-l when C - 00. Thus, tqe leading term is the square 
bracket of Eq. (A2), A bit of algebra shows that 

XZ [JV+1 (XZ)JV*(XZ) -Jv(XZ)Jv*+I(xz)L;x ~ 

(1/ 1T}{COS[ 1T/2 + (v - v*) 1T /2] - cos[ 1T/2 - (v - v*) 1T/2 ]}. (10) 

Hence 

.h ~ Jv(XZ)Jv*(XZ) ax/X = (2/1T) sin[(v - v*)1T/2]/(v2 - V*2). 

(11) 

Now the integrand of Eq. (11) is positive-definite; 
while for Re(v) < 0 and v2"* V*2 the right-hand side of Eq. 
(11) is always negative. We arrive at a contradiction, 
which means that 

J2iak (Z) "* 0 (12) 

when k is in the upper-half plane and kl "* O. By Eq. (3) 
we see that the Jost function has no zeroes in the same 
region. 

We have noted that for an attractive exponential poten­
tial, the s-wave Jost function is zero at bound states. 
For k in the upper-half plane, f(k) can be zero only when 
k is on the imaginary axis. Thus, there are no s-wave 
resonances for this potential. This is an amusing con­
trast to the case of finite-range potentials, 11 where there 
are an infinity of resonances; but is similar to the situa­
tion for a HulthEm potential, 15 where there are no reso­
nances either. In addition, the exponential and the 
HulthEm potentials both have an infinite number of virtual 
states, while finite-range potentials have only a finite 
number. 11 These similarities lead us to believe the 
above results may have generalizations, but attempts to 
treat repulsive exponential potentials and Morse poten­
tials16 have not been successful yet. 
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APPENDIX 

A consideration of the series definition17 of J .. (Z) 
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Shows that 

J .. *(Z) = (J .. (Z))* (A1) 

for a complex and Z real. Watson1S derives the following 
helpful integral relationship: 

t J)XZ)Jv*(XZ) dx/X ={ - [XZ/(v2 - V*2)] 

x [Jv+1(XZ)Jv*(XZ) - Jv(XZ)Jv*+1(XZ)] 

+ Jv(XZ)Jv*(XZ)/(v + v*)};. (A 2) 

We also invoke the relation19 

(A 3) 

when we treat a particular case of Eq. (A2). 
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An equation for the mean value of the contaminant (w(;x, t» is derived for the case when 
II Lo(;x, t) (w (;X, t» II» IIK(x, t) (w(;x, t» : (w (;X, t» II. The cl~ss of project~on oper~tors which pro­
duce this inequality is dictated by the following nonlmear stoChastIC equatIOn: 

Lo(;x, t)(w(;x, t» - 'VI I I dx' dfGo(;x, t I x!, f) (ov(;x, t) ov (;x' , f»'VI,(w(x!, f» 

= K(x, t) (w (;X, t» : (w(;x, t» + K(;x, t) I I dx! dfGo(;x' , f I x! , f)'VI.(w(x! , fl) : 

xl I dx" dt" Go (x! , f I x" , t") (ov (;X, ,f)ov(x" , t"»'VI_(w (;xW , t"» + S(;X, t). 

This is a valid approach when the reaction time is much greater than the transport time, 
T tr .... « Treact • 

1. INTRODUCTION 

The solution of the nonlinear stochastic equationl- 8 

(Lo(x, t) +L1(x, t, w)]lJi(x, t, w) 

= S(x, t) +K(1 )(x, t)lJi(x, t, w) +K(x, t)lJi(x, t, w) : lJi(x, t, w) 

(1.1) 

is extremely important, especially in its applications to 
the transport of contaminants in which chemistry is oc­
curring. In this formal notation, S(x, t) are the source 
andi or sink terms which are independent of the random 
variations and K(1 ) (x, t) and K(x, t) are the reaction co­
efficient matrices for the unimolecular and bimolecular 
processes. Since the concentrations lJi(x, t, w) are con­
taminants, their effect on the temperature field is as­
sumed to be small and hence, the K's are not dependent 
on the random variations. The operator Lo(x, t) corre­
sponds to a deterministic operator, e. g., the stream­
ing operator DiDt, while Ll (x, t, w) is a stochastic 
operator (e. g., Ll might be (iv(x, t, w)· 'V, which is the 
random part of the convection term and in a well-known 
averaging process8 approaches the eddy diffusivity 
term). The variable w is assumed to span the sample 
space 0 and associated with it is the normalized prob­
ability density function P(w). Consequently, when one 
solves Eq. (1. 1), the only meaningful physical observa­
ble is the moments of contaminants and, in particular, 
its average value 

(lJi(x, t» = 10 lJi(x, t, w)P(w) dw. 

Since the equation is nonlinear and, in particular, 
quadratically nonlinear, due to the possibility of bi­
molecular kinetic processes, normal perturbation the­
ory breaks down due to secularity9,10 and it is extreme­
ly inconvenient to use due to the nonlinear processes, 
coupled to the fact that averaging must be performed 
on each term of the series. ThUS, three problems 
arise: (1) how to truncate the series so that the equation 
generated adequately represents physical reality, (2) 
what is the proper averaging process, (3) the equations 
which are derived should be computationally feasible 
to solve or demonstrate some use for plausibility 
arguments. 

A particular type of nonlinear equation of this type is 
the well-known Navier-Stokes equation. The similarity 
is that both are quadratically nonlinear. (The literature 
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on this subject abounds, 11-15 especially notable is the 
work of Kraichnan. 16-20) The problems which one en­
counters are the three mentioned above. 

In this paper we shall briefly review and discuss the 
normal perturbation and hierarchal approaches to this 
problem, and then apply the renormalized projection 
operator (RPO) technique to this class of equations. 
Previously, we applied such an approach to the linear 
stochastic equation21 

(Lo(x, t) + Ll (x, t, w) ]lJi(x, t, w) = S(x, t) (1. 2) 

and derived approximate solutions to such an equation 
and arrived at the nearest neighbor and Kraichnan equa­
tions via a diagram technique and RPO technique. 

2. THE PERTURBATION AND HIERARCHICAL 
APPROACH 

Returning to Eq. (1. 1), 

(Lo(x, t) - K(1)(x, t) +ELl (x, t, w) ]lJi(x, t, w) 

= S(x, t) + M«x, t)'l!(x, t, W) : lJi(x, t, w), (2.1) 

we have introduced the dimensionless parameters E and 
A, which are measures of deviations from the equation 
Lo(x, t)lJi(x, t) = S(x, t). Obviously, when E and A are much 
less than unity, the Neumann expanSion is valid, and 
one need only retain the first few terms in the series. 

For the sake of convenience, let us redefine Lo(x, t) 
- K(l )(x, t) to be Lo(x, t). Now the series expansion 
becomes 

lJi(x, t, w) 

= lJi o(x, t, w) + (Lo(x, t) +ELl (x, t, w) ]-lS(X, t) 

+ (Lo(x, t) +ELl (x, t, w) ]-lK(x, t)lJi(x, t, w) : lJi(x, t, w). 

(2.2) 

The terms lJio(x, t, w) + [Lo(x, t) +ELl (x, t, w) ]-lS(X, t) cor­
respond to the solution of Eq. (2.1) without the bi­
molecular reaction term; namely, [Lo(x, t) +L1(x, t, w)] 
XlJi T(X, t, w) = S(x, t). These terms are defined by 
lJi T(X, t, w), which is basically the solution of the trans­
port processes coupled to unimolecular kinetics. Hence, 

lJi(x, t, w) = lJi T(X, t, w) + A[Lo(x, t) +ELl (x, t, w) ]-1 

XK(x, t)lJi(x, t, w) : lJi(x, t, w). (2.3) 

Copyright © 1974 American Institute of Physics 1740 



                                                                                                                                    

1741 Vincent A. LoDato: Renormalized projection operator technique. II 1741 

Now, expanding the terms in powers of A and assuming 
the weak statistical dependence approximation21 and 
letting L (x, t, w) =Lo(x, t) +L1(x, t, w), one arrives at 

and 

('1'(x, t) = ('1' T(X, t) + A(C 1(X, t) 

(2.4a) 

('1'(x, t) = ('1' T(X, t) + A(L -1(X, t)K(x, t)('1'T(X, t) : '1' T(X, t) 

+ 2A2(L -1(X, t)K(x, t)NT(X, t) : L -1 (x, t) 

X [K(x, t)'1'T(X, t): '1'T(X, t)]) +O(A3); (2.4b) 

continuing, we have 

('1' (x, t) = ('1' T(X, t) + A( C 1(x, t)K(x, t)('1'T(X, t) : '1' T(X, t) 

+ 2A2(L -1(X, t)K(x, t)('1' T(X, t) :L -1(X, t) 

etc. 

x [K(x, t)'1' T(X, t) : '1' T(X, t)]) 

+ A3{4(L -1(X, t)K(x, t)('1' T(X, t) : L -1(X, t) 

X [K(x, t)'1'T(X, t): «L -1(X, t) 

XK(x, t)('1' T(X, t) : '1' T(X, t))]) 

+(C1(x, t)K(x, t)(C1(x, t)[K(x, t) 

X\}.fT(X, t) : '1' T(X, t)] : L -1(x, t) 

X [K(x, t)'1' T(X, t): '1'T(X, t)])}+0(A4), (2.4c) 

From the perturbation approach of the problem, not 
much information can be gained and as we progress to 
higher order terms the complexity increases enormous­
ly. Hence, it becomes near impossible to test the error 
term (or the next higher order term that one is neglect­
ing). Also, if secularity is the problem, such an ap­
proach is useless. Hence, for most practical problems, 
the equations generated are not computationally feasi­
ble nor can any information be gained concerning a 
plausibility analysis. We also compounded the problem 
by the averaging process assumed. All in all, one can 
say that such an approach is highly impractical unless 
A «1 and Eq. (2. 4a) is valid, i. e. , 

(C1(x, t)) -1N(x, t) 

Now multiplying Eq. (2.6) by L 1(x, t, w) and averaging 
and again assuming the weak statistical dependence 
(WSD) approximation with the definition (L 1(x, t) = 0, one 
finds 

(L1 (x, t)'1'(x, t) 

"'(L1(x, t)'1'(l)(X, t) - e(L1(x, t)L01(x, t)L1(x, t)('1'(x, t) 

+ A(L1(x, t)L01(X, t)K(x, t)('1'(x, t): '1'(x, t) 

(2.8) 

Again returning to Eq. (2.6) and averaging, we have 

('1'(x, t) = '1' (l)(x, t) - eL01(X, t)(L1 (x, t)'1'(x, t) 

+ AL01(X, t)K(x, t)N(x, t) : '1'(x, t). (2.9) 

Neglecting terms of 0(A2) and 0 (eA) , substituting Eqs. 
(2.7) and (2.8) into Eq. (2.11), and simplifying, gives 
the result 

[Lo(x, t) - e2(L1(x, t)L(;t(x, t)L1(x, t) - AK(x, t)'1'([)(x, t):] 

x('1'(x, t) = S(x, t) (2.10) 

or 

(2.11) 

where <Pint is the initial condition of the homogeneous 
part and is assumed to be deterministic. If it was a 
stochastic function it must be included in the averaging 
process. It is interesting to note that the term"Lo(x, t) 
- (L1(x, t)L01(X, t)L\(X, t) is the smoothing operator 
derived by Keller, 2 and if the approximation to the 
operator (L -1(X, t) -1 is Lo(x, t) - e2(L1 (x, t)L01(X, t)L1 (x, t), 
then with a little rearranging in Eq. (2.11), one finds 

('1'(x, t) ={1- A(Lo(x, t) - e2(L1 (x, t)L01(X, t)L1 (x, t))"1 

XK(x, t)'1'(l)(x, t) :}-1('1' T(X, t) (2.12) 

and since A is small one finds 

('1'(x, t) ={1 + A(Lo - e2(L1 (x, t)L01(X, t)L1 (x, t))"1 

XK(x, t)'1'(l)(x, t) :}('1' T(X, t) 

or 

(2. 13) 

= S(x, t) + AK (x, t)N T(X, t) : \}.f T(X, t) + ( C 1 (x, t) -1( 1/10 (x, t) , [L 0 (x, t) - e2(L 1 (x, t)L 01 (x, t)L 1 (x, t)]( '1' (x, t) 

(2.5) = S(x, t) + AK(x, t)'1'w(x, t) : ('1' T(X, t). (2. 14) 

then the perturbation approach is valid and useful. 

Pursuing these same lines, Eq. (2.1) may be re­
written as 

'1'(x, t, w) = '1' (l)(x, t) - eL01(x, t)L1 (x, t, w)'1'(x, t, w) 

+ AL01(x, t)K(x, t)'1'(x, t, w) : '1'(x, t, w) (2.6) 

where '1'U)(x, t) is the solution of Lo(x, t)'1'(l)(x, f) = S(x, f). 
If we operate on the left-hand sides by '1'(x, f, w): and 
average, one obtains 

('1'(x, t) : '1'(x, f) 
= ('1'(x, t) : '1' (l)(x, f) 

- eN(x, t) : L;;1(X, t)L1 (x, f)'1'(x, f) 

+ A('1'(X, t) : [Lo1(X, f)K(x, f)'1'(x, f) : '1'(x, f)]) +0 (A2) . 

(2.7) 
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In this result we have an inhomogeneous equation to 
solve and the original nonlinear part is approximated by 
inhomogeneous and averaged transport concentrations. 

If one has the condition that '1'(x, f, w) : '1' T(X, t, w) 
»A'1'(X, f, w) : C 1(x, t, w)K(x, t, w)'1'(x, f, w) : '1'(x, t, w), then 
following along in the same manner as before 

'1'(x, t, w) : '1'(x, t, w) "''1' T(X, t, w)'1'(x, t, w); 

then 

(2.15) 

[Lo(x, t) +ELl (x, t, w) - AK(x, t)'1'T(X, t, w) :]'1'(x, t, w) = S(x, t) 

(2.16) 

and solving for '1'(x, f, w) gives 

'1'(x, f, w) 

={1- A[Lo(x, t) +EL1(x, t, w)]"1K(x, t)'1'T(X, t, w) :}-1 
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(2. 17) 

Again, if X is small and the weak statistical dependence 
approximation is valid, then 

('IT (x, t» 

= ('IT T(X, t» + x( C 1(x, t»K(x, t)('IT T(X, t) : 'IT T(X, t». (2. 18) 

We see that equation (2. 18) is the same as (2.4a). How­
ever, if X is not small, then equation (2. 17) becomes 

'IT(x, t, w) 

= 'IT T(X, t, w) + X(Lo(x, t) HLl (x, t, w)tlK(x, t)'IT T(X, t, w) : 
00 

X'IT(x,t,w) + L; X"'{[Lo(x,t) HL1(x, t,w)] 1 
"'=2 

XK(x, t)'IT T(X, t, w) :)}"''IT T(X, t, w) (2.19) 

and averaging in the WSD approximations gives 

('IT (x, t» = ('IT T(X, t» + X(Lo(x, t) + eLl (x, t» 

XK(x, t)('IT T(X, t) : 'IT T(X, t» 
00 

+ L; X"'([(C1(x, t»K(x, t)'IT T(X, t) :]"''IT T(X, t». 
"'=2 

(2.20) 

3. THE RENORMALIZED PROJECTION OPERATOR 

Returning to Eq. (1. 1) (and for the sake of Simplicity 
incorporate the unimolecular term in L o), let us define 
the solution 'IT(x, t, w) in terms of an averaged part plus 
a fluctuating component. Within the averaged solution a 
projection operator (P(x, t» is defined. This has the 
effect of telescoping the mean value ('IT(x, t», and it will 
approach the first smoothing solution when (P(x, t» « 1. 

NOW, let the solution of 'IT(x, t, w) be 

'IT(x, t, w) = [1- (Lo(x, t) - (L1 (x, t)L01(X, t)Ll (x, t» )-l(p(X, t»] 

x(.p(x, t» + o'IT(x, t, w}. (3.1) 

Substituting Eq. (3.1) into Eq. (1.1) and averaging, 
gives the result 

Lo(x, t)[l - (Lo(x, t) - (L1 (x, t)L01(X, t)Ll (x, t» rl(p(x, t»] 

x(.p(x, t» = - (L1(x, t)o'IT(x, t» + S(x, t) 

+ {K(x, t)[l- (Lo(x, t) - (L1 (x, t)Liil(X, t) 

X Ll (x, t» rl(p(x, t»] 

x(.p(x, t»} :{(1- (Lo(x, t) - (L1(x, t)Lol(X, t) 

x Ll (x, t)))-l(p(X, t»](.p (x, t» } 

+K(x, t)(o'IT(x, t): o'IT(x, t». (3.2) 

By substracting Eq. (1.1) from Eq. (3.2), one finally 
obtains 

Lo(x, t)o'IT(x, t, w) + Ll (x, t, w)'IT(x, t, w) 

=K(x, t){'IT(x, t, w): 'IT(x, t, w) - (o'IT(x, t): 'IT(x, t»} 

+ (L1 (x, t) o 'IT (x, t» - K(x, t){(l - (Lo(x, t) - (L1 (x, t) 

XL01(X, t)Ll (x, t»)-l(p(X, t»]( .p(x, t»} : 

xU1 - (Lo(x, t) - (L1 (x, t)Lol(x, t)Ll (x, t)))-l 

x(P(x, t» ](.p(x, t»} (3.3) 
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or 

o'IT(x, t, w) =i3-tLot(x, t)K(x, t){o'IT(x, t, w): 1'i'IT(x, t, w) 

- (o'IT(x, t) : o'IT(x, t»}- {3-tLot(x, t) 

X{Lt(x, t, w)N(x, t, w) - (L1(x, t)o'IT(x, t»} 

- {3-1Lol(x, t)L1(x, t, w)[l- (Lo(x, t) 

X(L1 (x, t)L01(X, t)Ll (x, t)))-l(p(X, t»](.p (x, t», 

(3.4) 

where 

{3;: {1- Lo(x, t) - 2Lol(X, t)K(x, t)[1- Lo(x, t)(L 1(x, t) 

XLol(X, t)L1(x, t)))-l(p(X, t»](.p(x, t» :}; (3.5) 

furthermore, if we define a (x, t) ;: Lo(x, t){3 and (;;: G 
- (G), then 

o'IT(x, t, w) = a(x, t)"lK(x, t)o'IT(x, t, w): o'IT(x, t, w) 

- a(x, t)"l L 1(x, t, w) o'IT (x, t, w) - a(x, t)"1 

XL1 (x, t, w)[l - (Lo(x, t) - (L1 (x, t)Lol(x, t) 

XL1(x, t)))-l(p(x, t»](.p(x, t, w». (3.6) 

If a (x, t) ;: Lo(x, t)[l - (Lo(x, t) - (L1 (x, t)Lol(X, t)Ll (x, t)))-l 
(P(x, t))], then one may solve Eq. (1.1) for (.p(x, t» and 
upon averaging, one arrives at 

(.p(x, t» =.po(x, t) + a-1(x, t)S(x, t) - a-1(x, t)(L1 (x, t) o'IT(x, t» 

+ a-1(x, t)K(x, t)Lol(x, t)a(x, t)(.p(x, t» : L01(x, t) 

xa(x, t)(.p(x, t» + a-1(x, t)K(x, t)(o'IT(x, t): o'IT(x, t». 

(3.7) 

The problem now resolves itself to finding the solution 
of Eqs. (3.6) and (3.7). However, let us define the 
operator 0, which when operating on o'IT(x, t, w) produces 

000'IT(x, t, w);: a-1(x, t)L1 (x, t, w)o'IT(x, t, w) 

= a-1(x, t)[L1(x, t, w)o'IT(x, t, w) 

- (L1 (x, t)o'IT(x, t»] (3.8) 

and 

0o'IT(x, t, w);: a-1(x, t)L1(x, t, w)'IT(x, t, w) 

= a-1(x, t)[Ll (x, t, w)'IT(x, t, w) 

- (L1 (x, t)'IT(x, t»]. (3.9) 

This operator 0 0 has the property that (Oof) = 0, and 
also (0~+1J> = 0, where f is a bounded random function. 
Also, let us define 01> which is 

0l0'IT(X, t, w) : o'IT(x, t, w) 

;: a-1(x, t)K(x, t)o'IT(x, t, w) : o'IT(x, t, w) 

= a-1(x, t)K(x, t){o'IT(x, t, w): o'IT(x, t, w) 

- (o'IT(x, t) : o'IT(x, t»}. (3.10) 

This also has the property (Ol0'IT(X, t) : o'IT(x, t» = 0, and 
also < 0t~) = 0 for all N. Consequently, the solutions 
for Eqs. (3. 6) and (3.7) are 

o'IT(x, t, w) = 0l1'i'IT(x, t, w): o'IT(x, t, w) - Q o1'i'IT(x, t, w) 

- a-1(x, t)L1(x, t, W)L01(X, t)a(x, t)(.p(x, t» 

(3.11) 
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and 

(iI>(x, t» 

= il>o(x, t) + a-1(x, t)S(x, t) + a-1(x, t)K(x, t)L(il(X, t)a(x, t) 

x(iI>(x, t» : L(il(X, t)a(x, t)(iI> (x, t) + O!-l(X, t)(L1(x, t) 

XO!-l(X, t)L1(x, t»L(il(X, t) O! (x, t)(iI>(x, t) < + Q-l(X, t) 

x {K(x, t)(O!-I(x, t)L1(x, t)L(il(x, t) O! (x, t)(iI> (x, t» : 

XO!-I(X, t)L1(x, t)L(il(x, t)O!(x, t)(iI> (x, t»l> +0(°0,°1), 

(3. 12) 

Since Lo(x, t)('1!(x, t» = O!(x, t)(iI> (x, t», then 

Lo(x, t)('1!(x, t» =K(x, t)('1!(x, t» : ('1!(x, t» + S(x, t) 

+(L1(x, t)a-1(x, t)L1(x, t»('1!(x, t» 

+K(x, t)({O!-l(X, t)Ll (x, t)('1!(x, t» : O!-I(X, t) 

XLI (x, t)('1!(x, t»}) (3. 13) 

or 

[Lo(x, t) - (L1(x, t) 0!-1 (x, t)L1(x, t)]('1!(x, t» 

=K(x, t)('1!(x, t» : ('1!(x, t» + S(x, t) +K(x, t) 

X ({O!-I(X, t)L1(x, t)(>}I(x, t» : O!-I(X, t)L1(x, t)('1!(x, t»}). 

(3. 14) 

Recalling that O! (x, t) = Lo(x, t) {1 - 2L(il (x, t)K(x, t) 
x [1- (Lo(x, t) - (L1 (x, t)Lol(x, t)Ll (x, t» rl(p(x, t»] 
X (4) (x, t» :}, or simply, O!(x, t) = Lo(x, t){l- 2Lol(X, t) 
K(x, t)(>}I(x, t» :}, then Eq. (3.14) becomes 

[Lo(x, t) - (L1 (x, t)L(il(x, t)Ll (x, t»]('1!(x, t» 

=K(x, t)('1!(x, t» : ('1!(x, t» +S(x, t) 

+K(x, t)(L(il(X, t)L1(x, t)('1!(x, t» : L01(X, t)Ll (x, t» 
'" 

x('1!(x, t» + ~ K(x, t)(Lo(x, t)L1(x, t)('1!(x, t» 
1=1 

x (2Lol(X, t)K(x, t)('1!(x, t» :}J L(il(X, t)Ll (x, t» 

+K(x, t)«2L(il(X, t)K(x, t)('1!(x, t» :}I L(il(X, t)Ll (x, t) 

X('1!(x, t» : L01(X, t)Ll (x, t» +K(x, t)«2Lii1(x, t)K(x, t) 
'" 

x('1!(x, t» :)iL01(X, t)Ll (x, t)('1!(x, t»: ~ (2Lol(X, t) 

XK(x, t)('1!(x, t»}J'L01(X, t)L1(x, t»}('1!(x, tl). (3.15) 

If one has the further limit that II Lo(x, t)('1!(x, t»11 » 
IIK(x,t}('1!(x,t» :('1!(x,t»lI, and if L 1(x,t,w) 
== ov(x, t, w)· Vl .. then 

Lo(x, t)('1!(x, t» - V"J I dx' dt'Go(x, t I x', t')( ov(x, t)ov(x', t'» 

X V ... ('1!(x', t'» =K(x, t)('1!(x, t» : ('1!(x, t» +K(x, t) 

xI I dx' dt'Go(x, tlx', t') V ... ('1! (x', t'»: 

xl I dx" dt"Go(x', t'lx", t")(1iv(x', t') 

X 1iv (x" , t"»v&,,('1!(x", t"» +S(x, t). 

(3.16) 

The validity of the equation occurs for the class of 
projection operators which produce the inequality 
IILo(x, t)('1!(x, t»lI» IIK(x, t)('1!(x, t» : ('1!(x, t»lI, thus the 
choice of operator (P(x, t» need not necessarily be 
unique. This is a necessary condition for the validity of 
Eq. (3.16). In most problems of contaminants in which 
the transport time is less than the time for chemical 

J. Math. Phys., Vol. 15, No. 10, October 1974 

reactions, this inequality holds, and Eq. (3. 16) is 
valid and in the case when II Lo(x, t)('1!(x, t»11 »IIK(x, t) 
x('1!(x, t»: (>}I (x, t»lI, then 

Lo(x, t)('1!(x, t»= vxI I dx' dt'Go(x, t I x', t') 

x(ov(x, t)1iv(x', t'»v,..('1!(x', t'» 

+K(x, t}('1!(x, t»: ('1!(x, t» + S(x, t). 

(3.17) 

The coupling of the velocity correlation term to the 
kinetic processes is applicable when there is not a great 
inequality between the different correlation times. Still, 
under a further limit when the kinetic processes are 
not dominant, ('1!(x, t»: ('1!(x, t» can be replaced by 
('1!(l)(x,t»:('1!(I)(x,t», where the last term is the solu­
tion of the transport equation without kinetic processes. 
The equation (3.17) then becomes an inhomogeneous 
type and its validity is in the first Born approximation. 
From this formalism the next terms in the series [the 
last term in Eq. (3.16)] correspond to propagating the 
mean value ('1!(x, t» from points (x', t') and (x", t") in 
configuration space to (x, t) and (x', t') in which there is 
coupling due to velocity fluctuations in the domains 
[x', x"] and [t',t"], and chemistry occurring at (x,t). 

CONCLUSION 

The renormalized projection operator technique can 
produce a class of equations which are valid within the 
choice of the operator (P(x, t». Given the operator 
(P(x, t», it is possible to derive a Kraichnan type equa­
tion for the nonlinear case as in the linear case. The 
choice of the operator (P(x, t» depends on the physical 
problem in question. However, from this apP!oach, one 
is able to arrive at better limits for the convergence of 
the series which are manageable [such as IILo(x, t) 
x('1!(x, t»11 > IIK(x, t)('1!(x, t»: ('1!(x, t»lI] and, secondly, 
the equations derived are solvable and have the added 
feature of telescoping the normal renormalization and 
hierarchical approaches. 
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We prove that the solution of Nelson's stochastic mechanics equation associated with any stationary 
solution ljJ of the SchrOdinger equation is the homogeneous Markov process of the heat equation with 
Dirichlet boundary condition on the hypersurface ljJ=O. 

1. INTRODUCTION 

In Ref. 1 Nelson introduced the concept of stochastic 
mechanics and discussed its relations with quantum 
mechanics. This opens the possibility of discussing 
quantum mechanical questions in terms of Markov pro­
cesses as well as studying Markov processes by the 
techniques used in quantum mechanics. Nelson's sto­
chastic mechanics has received a new momentum by the 
discussions of Guerra and Guerra and Ruggiero, 2 who 
gave its generalization to infinitely many degrees of 
freedom and showed its strong connection with Euclidean 
quantum field theory. 

We shall sketch Nelson's argument for the case of a 
system with n degrees of freedom and a conservative 
force field - V'V. For simplicity we set all the masses 
equal to one. 

Starting with the Schrodinger equation 

i :f ljJ(x, f) = -~ ~ljJ(x, f) + V(x) ljJ(x, f), 

we write the solution in the form 

,p(x, f) = pl/ 2(X, f) exp[iS(x, f) 1 

(1) 

(2) 

where p = 1 ljJ 12. Set v(x, f) == V'S(x, f), where V' is the gradi­
ent with respect to x. Then a Markov process ~(f) in R" 
is completely described by taking p(x, f) to be the distri­
bution of ~(t) and v(x, f) its current velocity, i. e., 

v(~(f), f) = Hn+ + n-) ~(f), (3) 

where n+ and n- are the mean forward and mean back­
wards derivatives: 

where E t is the conditional expectation with respect to 
W). 

If we define the displacement (drift) a(x, t) by 

a(x, f) = v(x, t) +~ V'lnp(x, t), (4) 

then it follows from the theory of stochastic differential 
equations that ~(t) satisfies the stochastic differential 
equation 

d~(t) = aWt), t) dt +dw(t), (5) 

where w(f) is the standard Brownian motion in R" given 
by 

E(dwj(f» = 0, E(dwj(t). dwj(f» = {jljdf. 

It follows now from (1) that ~(t) satisfies the Newton 
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equation in the form that the mean acceleration is equal 
to the force - V'V, i. e. , 

(6) 

On the other hand, if we assume that we have a 
Markov process ~(f) which satisfies (5) and (6) for some 
function a of ~(t) and t, then we may define the function 
p(x, t) as the distribution function for ~(t). We may 
assume that the displacement a(x, f) is a gradient, so, 
if we now define v(x, t) by (4), v is also a gradient. This 
gives us a real function S(x, f) by v = V'S, where Sis 
determined up to a constant. Defining now ljJ(x, f) by (2) 
Nelson proved that, under regularity conditions on the 
displacement a(x, f), ljJ(x, t) satisfies the Schrodinger 
equation (0. In the next section we shall see that in the 
case where a(x, f) is not regular enough, then (5) and 
(6) have more solutions than those coming from (1). 
This was already noted by Nelson in Ref. 1. 

Guerra and Ruggier02 have recently discussed the 
extension of Nelson'S work to the case of the boson field. 
They make the very interesting observation that the 
corresponding Euclidean Markov field coincides with 
the lowest energy generalized stochastic process 
associated with claSSical field theory through the proce­
dure of Nelson'S stochastic mechanics. So that in this 
sense the underlying four-dimensional manifold on which 
the Markov field is defined can be considered as the 
physical space-time. This has lead us to the considera­
tions in the next section, where we shall discuss the 
relation between Nelson'S stochastic mechanics and the 
heat equation for a system with n degrees of freedom. 

2. RELATIONS BETWEEN STOCHASTIC 
MECHANICS AND THE HEAT EOUATION 

The connection between the Schrodinger equation (1) 
and the corresponding heat equation 

-:t ljJ(x, t) = - ~ ~ljJ(x, f) + V(x) ,p(x, t) (7) 

in the sense that the solutions of (7) are analytic in Ret 
> 0 and continuous for Ret ~ 0 and their values on the 
imaginary axis are solutions of (1) has long been known 
and utilized, and it is this relation that forms the basis 
for Euclidean field theory. In this correspondence the 
parameter t in (7) has the interpretation of an imaginary 
time. However, by the observation made by Guerra and 
Ruggiero in Ref. 2 we are lead to the interpretation of 
the parameter f in (7) as the real phySical time for the 
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stationary process in stochastic mechanics correspond­
ing to the ground state for the Schrodinger equation (1). 
Hence by Nelson's equivalence between stochastic me­
chanics and quantum mechanics we are lead to the inter­
pretation of the parameter t in (7) as the real physical 
time of quantum mechanics, at least for the ground 
state. We shall see below that such an interpretation 
also holds, with some modifications, for any stationary 
solution of (1). 

Let us now assume that the potential Vex) is such that 
(1) admits a stationary solution, i. e., a solution of the 
form 1/J(x, t) = exp(- iAt) cp(x) with cp(x) E L 2(R"), so that 

(8) 

Since this is a real equation cp(x) can always be chosen 
as a real function. In this case we have in the notations 
of the previous section that P = cp2(X) and Sex, t) = - At. 
We remark that we have permitted the square root in (2) 
to be the positive or negative square root, depending on 
whether cp(x) is positive or negative, i. e., pl/2(X) = cp(x). 
This is necessary in order to make Sex, t) a continuous 
function of x. We now get that vex, t) = vs= O. Hence the 
current velocity (3) for the Markov process ~(t) is zero. 
The corresponding displacement (drift) is therefore 
given by a(x,t)=~Vlnp. Let us assume that Vex) is a 
smooth function so that by (8) cp(x) is also a smooth 
function. In this case a(x, t) is a smooth function outside 
the set cp(x) = 0, where a(x, t) is given by 

a(x) = [l/cp(x)] vcp(x). (9) 

Hence, for a stationary solution of the Schrodinger equa­
tion, the current velocity satisfies vex, t) = 0 and the 
displacement a(x) is equal to the osmotic velocity 
~ V Inp, which is time independent and given in terms of 
the eigenfunction cp(x) by (9). If cp(x) >0 for all x, then 
a(x) will satisfy regularity conditions sufficient to 
secure that the stochastic differential equation 

dW) = aWt» dt +dw(t) (10) 

has a solution and this solution is unique. See Refs. 3 
and 1. So in this case we have a unique Markov process 
~(t) which is homogeneous in time with p(x) as the distri­
bution for Ht) or, if we want, p(x)dx as the invariant 
measure for the homogeneous process ~(t). The situa­
tion when cp(x) has zeros is more complex since this 
leads, by (9), to Singularities for the displacement a(x), 
and hence the above mentioned existence and uniqueness 
theorem does not apply. We shall, however, show that 
even in this case there exist solutions of (10). The solu­
tion we construct is homogeneous with invariant distri­
bution p(x), which is related to a(x) by a(x)=~Vlnp(x). 

In fact let us look for solutions of 

dW) = aWt» dt +dw(t), (11) 

where ~(t) is required to be a homogeneous Markov pro­
cess with given invariant distribution p(x) related to the 
displacement a(x) by 

a(x) =~Vlnp(x). (12) 

Since (12) implies that the displacement a(x) is equal 
to the osmotic velocity, we have that the current velocity 
v(W), t) =HD+ +D-) W) must be equal to zero because 
the displacement is a(W), t) =iy W) and the osmotic 
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velocity is tVlnp(x,t)=~(D+ -D-) W). Let ~*(t) be the 
time reversed process. We then have that D- ~*(t) 
= -D+ W) and by the fact that the current velOCity of ~(t) 
is zero, we get 

(13) 

which then gives that also the reversed process satisfies 
(11). It is therefore natural to seek solutions of (11) 
which satisfy the condition that ~* = ~ (in law). 

Since ~(t) has an invariant distribution p(x) we may 
define a semigroup P t in L 2(pdx) by (Pd)(x) = Eo[JWt))] 
for any fE L 2(pdx), where Eo is the conditional expecta­
tion with respect to ~(O). The condition ~. = ~ implies 
that Pi =Pt , where Pi is the adjoint semigroup. It fol­
lows from the proof of Theorem 3, II, Chap. 2, Sec. 9 
of Ref. 3 that if W) is a solution of (11) andf is a smooth 
function which is zero in a neighborhood of the singulari­
ties of a(x), then the strong limit of - (l/t)(Ptf -f) 
exists as t - 0 and is given by 

Af= -(1/2p)v, (pvf). (14) 

Hence we get that the infiniteSimal generator A of P t 
is a closed extension of the operator - (1/2p)V. pV de­
fined on smooth functions which are zero near the zeros 
of p. The condition ~* = ~ is equivalent to the condition 
A =A *. Hence we know that if there is a solution of (11) 
with invariant distribution p and satisfying the condition 
~ = ~*' then the semigroup P t generated by the process 
is of the form P t =exp(-tA), where A is a self-adjoint 
extension of - (1/2p)V' pV defined on smooth functions 
which are zero near the zeros of p. There is an obvious 
restriction for A, namely that we should have IIPtl1 ~ 1, 
Eo being a conditional expectation, so that A ~ O. 

We may now identify L 2(pdx) with L 2(R") by the identi­
fication f - cpf since cp2 = p. Then the operator - (1/ 
2p)V' pV is identified with 

-~A+(V-A) (15) 

since cp satisfies the equation - ~ Acp + (V - A)cp = O. 
Hence, in the L 2(R") representation, Pt=exp(-tA), 
where A is a positive self-adjoint extension of (15) de­
fined on smooth functions which are zero near the zeros 
of cp(x). 

In the case A is the lowest eigenvalue Ao we know that 
cp(x) is always different from zero. Hence (15) is essen­
tially self-adjoint and for this special case we have then 
simply that j(t, x) = (Pdo)(x) is the solution of the heat 
equation 

-:t f = (-~A +(V -Ao»f, (16) 

with initial conditionj(O,x)=fo(x). Hence in this case, 
which is also the case in which we have existence and 
uniqueness for (11), we get that the Markov process ~(t) 
of the stochastic mechanics is identical with the heat 
equation process described by (16). 

In the case where A is not the lowest eigenvalue, we 
have that cp(x) has zeros. In this case we take A to be 
the Friedrichs extension, 1. e., the minimal extension 
that conserves positivity of -~A +(V -A) defined on 
smooth functions which are zero near the zeros of cp(x). 
This is a self-adjoint operator A", ~ 0, and it is well 



                                                                                                                                    

1747 S. Albeverio and R. Hoegh-Krohn: Stochastic mechanics and the heat equation 1747 

known that it is -t~~ +(V-A), where ~~ is the 
Laplacian with Dirichlet boundary conditions On the 
hypersurface cp(x) = O. It follows then immediately that 
cp(x) is in the domain ofA~ and thatA~cp(x)=O so that 
p(x) is an invariant measure for the process ~(t) gener­
ated by the probability semigroup P: = exp( - tA I{)' Since 
the eigenfunction belonging to the lowest eigenvalue Ao 
for the eigenvalue problem (8) can be taken to be positive 
everywhere, we have that an eigenfunction cp belonging 
to any eigenvalue A > Ao must take both positive and 
negative values. Hence the hypersurface cp(x) = 0 divides 
the space R" into at least two disjoint domains. Let A", 
a = 1, ... , 1 be the domains into which R" is divided by 
the hypersurface cp(x) = O. Since then ~I{) is the direct 
sum of ~A operating in L 2(A,,), where ~A is the 

a a 
Laplacian with Dirichlet boundary conditions on the 
boundary of the domain A", we get that the process ~(t) 
given by Pi does not have a unique invariant measure. 
We have namely that cp decomposes in a direct sum cp 
= '[, "cp" with Cp" = XAa cp such that Pi Cp" = Cp", That is to 
say, all the distributions p" = cp~ are invariant distribu­
tions for the process. In fact we see that the process 
~(t) given by P: never crosses the hyperplane cp(x) = 0, 
and if we start it in any of the connected domains A", it 
will always remain there. However, if we restrict it to 
any of the domains A" it has a unique invariant measure 
p", If we define f(x, t) = (PUo)(x) we have 

:t f = (- t ~~ + (V - A» f· (17) 

So also in the case where cp is an eigenfunction not be­
longing to the lowest eigenvalue Ao we get that the 
Markoff process ~~(t) in the stochastic mechanics is 
identical with a heat equation process, namely the one 
described by (17). We summarize the above results in 
the following theorem. 

Theorem 1: Let l/J(x,t)=exp(-itA)Cp(x) be a stationary 
solution of the Schrodinger equation (1), with a smooth 
potential V(x) which permits stationary solutions. Then 
the corresponding stochastic mechanics equation has a 
solution ~~(t) which is a homogeneous Markoff process 
that is invariant under time reversal and has p(x) = cp(X)2 
as invariant distribution. Moreover, the paths of ~~(t) 
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are continuous and do not cross the hypersurface cp(x) 
=0, and the semigroup generated by ~,,(t) is a heat equa­
tion semigroup with infinitesimal generator given by 

-t~1{) +(V -A), 

where ~ I{) is the Laplacian with Dirichlet boundary condi­
tions on the hypersurface cp(x) = O. 

Remark: It follows from this theorem that in the 
stationary case for higher eigenvalues the stochastic 
mechanics equation has several solutions, namely those 
obtained by starting the process in one or some of the 
domains given by the hypersurface cp(x) = O. One may 
ask the question whether the solution is unique in each 
of the connected domains A" given by the hypersurface 
cp(x) = O. We are able to prove this only in the one­
dimensional case. The proof goes by expliCit examina­
tion of all self-adjoint extensions of (15) defined on all 
smooth functions which are zero near the end pOints of 
the interval Ao: determined by two consecutive zeros of 
cp(x). By USing the fact that all such extensions are given 
by self-adjoint boundary conditions, it suffices then to 
show by a simple calculation that the Dirichlet boundary 
condition is the only one which has cp(x) as an 
eigenfunction, recalling that V was assumed to be 
smooth. 
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Details of the group-theoretical method for the separation of tensor equations in a homogeneous 
space are given. As illustrations, the vector and tensor harmonics in a SO(3 )-homogeneous space are 
constructed, with applications to the study of electromagnetic and gravitational perturbations in the 
mixmaster universe. 

I. INTRODUCTION 

In studying problems concerning electromagnetic and 
gravitational radiation in a curved space, one usually 
has to deal with vector and tensor wave equations of 
some form. The general procedure for solving these 
equations involves three main steps: First, one chooses 
a coordinate system and reduces the covariant deriva­
tives in the tensor equations to ordinary derivatives, 
thus introducing the Christoffel symbols and their de­
rivatives with dependence on explicit space-time vari­
ables. Second, one tries to construct complete sets of 
orthonormal tensor harmonics and expands the tensor 
field on the manifold in terms of these. When sub­
stituted into the tensor wave equations, the tensor 
Fourier coefficients (the amplitude functions) obey a set 
of partial differential equations. Lastly, one has to 
ponder about the separability of the wave equations into 
ordinary differential equations for each spatial variable. 
If the space possesses a certain degree of symmetry and 
if one can incorporate that into the tensor harmonics, 
then the equations will probably be separable. But the 
construction of the tensor harmonics with the inclusion 
of arbitrary symmetry does not usually follow definite 
rules, and sometimes that is just as difficult as the at­
tempt to achieve separability of the wave equations. 

For spaces possessing a high degree of symmetry, 
the methods for the separation of tensor equations have 
been well thought out. Earlier works of Regge and 
Wheeler1 on the perturbations in the Schwarz schild 
metric [of SO(3) symmetry on the 2-sphere S2] and of 
Lifshitz and Khalatnikor on the Friedmann universe 
[of SO(4) symmetry on the 3-sphere S3] suggested one 
way of constructing the tensor harmonics. They are de­
rivable by the action of invariant operators (e. g., the 
r, L and V operators in Ref. 1) on the scalar harmonics 
of the space. An alternative way, as exemplified by the 
work of Mathews3 and Hu, 4 constructs tensor harmonics 
by coupling scalar functions with basis tensors belonging 
to definite representations of the symmetry group. The 
equivalence of these methods is only natural and was 
proved in the case of the Schwarz schild metric by 
Zerilli. 5 However, for spaces with lower symmetry, 
especially when the space manifold and the group mani­
fold do not coincide (unlike the Schwarz schild and 
Friedmann spaces), the above methods become hard to 
apply because the invariant operators of the group do not 
comply with the symmetry of the space and the tensor 
basis is not derivable from simple representations. 

In this paper, we shall focus our attention on the gen­
eral class of homogeneous spaces, 6 which are generated 
by groups of motion that preserve the metric forms. 

1748 Journal of Mathematical Physics, Vol. 15, No. 10, October 1974 

For a homogeneous space possessing certain degrees of 
symmetry as characterized by the underlying group, 
one expects to find group theoretical methods to be of 
fundamental importance to the solution of the above 
problems. Can the basis harmonics be derived by some 
simple group operation, and in the solution of tensor 
wave equations, can one derive the equations governing 
the amplitude functions of each normal mode with the 
proper symmetry accounted for without going through 
the expansion of tensor harmonics and the separation of 
variables? 

This was the essence of the method proposed recently 
by Hu and Regge. 7 It makes use of group symmetry 
properties of homogeneous spaces to construct the ten­
sor harmonics and separate the tensor equations. By 
this method, one can derive the field equations governing 
the amplitude functions directly, without knowing the ex­
plicit forms of the harmonics, As an illustration the 
method was applied to separate the perturbation equa­
tions in a closed, anisotropic universe (type IX, the 
mixmaster universe). In this paper we shall elaborate 
on the method and supply more applications. In Sec. II 
the formalism is presented in detail and the useful geo­
metric quantities in an SO(3)-homogeneous space are 
presented. In Sec. III we construct the vector and tensor 
harmonics from a solution of the wave equations. In Sec. 
IV the method is applied to the study of electromagnetic 
and gravitational waves in anisotropic homogeneous 
universes. The method presented here can easily be 
extended to study the separation of wave equations and 
the construction of tensor harmonics in other types of 
homogeneous spaces. 

II. FORMALISM-GROUP THEORETICAL METHOD 

In seeking a solution to a tensor wave equation, one 
usually has to first expand the covariant derivatives into 
ordinary derivatives and then look for an expansion of 
the tensor field huv into basis harmoniCS and finally 
ponder about the separability of the wave equation. This 
procedure is rather involved and sometimes even in­
hibitive. However, for a homogeneous space, since 
every point is equivalent to every other point by a group 
translation, one can choose to perform all computations 
at one specific point in space. The general form of the 
equations are generated by simple group invariant opera­
tions on the manifold. The advantage over the traditional 
approach described above are many. Firstly, as the 
tensor equations are resolved at one point, the question 
of separation of variables does not arise. The time de­
pendent differential equations for the amplitude functions 
obtained at one point are just as general as at any other 
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point in space. Secondly, in a homogeneous space, the 
set of tensor harmonics are composed of direct products 
of the basis invariant forms operating on the representa­
tion function of the group. In this case, one does not 
have to construct basis tensor harmonics as functions 
of the whole space [like the spherical tensor harmonics 
Y1m(e, cp) in the Schwarzschild metric1

•
3.5 and the hyper­

spherical tensor harmonics Y;m(X, e, cp) in the Robert­
son-Walker metric2 •

4
), but, rather, one can evaluate 

the product at one point and use the invariant operators 
to generate the complete set. Any tensor field in a 
homogeneous space can be expanded in terms of these 
tensor harmonics. In fact, to derive differential equa­
tions for the amplitude functions, one does not even have 
to know the tensor harmonics explicitly. All that enters 
are the transformation properties of the amplitude func­
tions, which are carried by the tensor harmonics; and 
the action of tensor harmonics under invariant operators 
is simply derivable from the basic group structure. This 
is where the merit of the group theoretical formalism 
resides. Lastly, in the process of reducing the tensor 
wave equation with covariant derivatives to ordinary 
derivatives, one can avoid the complications in calcu­
lating the Christoffel symbols as spatial functions by 
suitably choosing a convenient point in a simple co­
ordinate system and carry out all calculations there. 
Since all geometric quantities involve no derivatives of 
the metric tensor higher than the second order, one can 
expand the metric tensor or any tensor quantities only up 
to the second order in the coordinate variables-pro­
vided that a point like the origin in the Euclidean co­
ordinate is chosen. These conSiderations yield tremen­
dous Simplifications in the computations. In the fol­
lowing, we shall take the 50(3)-homogeneous space as 
a model and illustrate the above method of approach. In 
the first part, we calculate the Christoffel symbols and 
their derivatives by performing a power series expan­
sion of the general metric tensor. In the second part, 
we explain the action of the invariant operators. The 
tensor harmonics will be constructed in Sec. III 
following this method. 

A. Expansion of the metric in £4 coordinates 

The metric of a homogeneous space is given by 

(a,b=1,2,3), (1) 

where Y".b is a constant symmetric tensor and the aD are 
the invariant basis differential forms of the space. They 
obey the relations 

daa = 1. C' a
b 

A a C 

2 be , (2) 

where C~c is the structure constant of the underlying 
symmetry group. For SO(3)-homogeneous space 
(Bianchi Type IX)S the qc is equal to Eabc' the total anti­
symmetric tensor. The basis forms aa are expressible 
in terms of coordinate differentials. One example is the 
Euler angle parametrization (e, cp, t/!) S 

a 1 = - sint/! de + cost/! sine dcp, 

a 2 = cos1/! de + sin1/! sine dcp, 

a 3=dt/!+ cosedcp. 

(3) 

For simplicity of computation, the Cartesian coordinates 
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x, (i = 1-4) are preferred here. The invariant basis 
forms a' (a= 1-4) on the 3-sphere 53 are given in terms 
of the coordinate differentials dx i of the Euclidean space 
E4 by9 

a 1 = 2(- x 4dx1 - x3dx2 + x2dx3 + x 1dx4 ) , 

a 2 = 2(X3dxl - x 4dx2 - x 1dx3 + x2dx4 ) , 

a 3 = 2( - x2dx1 + x 1dx2 - x 4dx3 + x 3dx4 ) , 

(74 = 2(x1dx1 + x2dx2 + X3dx3 + x 4dx4 ). 

By introducing the transformation matrices Sand n., 
the above relations can be reexpressed as 

a' = 2Sai (x) dx' = 2naJI x'dx' . 

(Throughout this paper, summation is extended over 
repeated indices unless otherwise stated. ) From the 
orthogonality conditions of S, i. e. , 

Sa' Sb' = 6ab , SakSaj = 6 kJ' 

one can easily deduce the following relations for na 

naiJna'k=6jk' n aij n.Ij=6 11 • 

(4) 

( 5) 

(6a) 

(6b) 

(In the above summations only, the indices a,b,j,k run 
from 1 to 4. ) Furthermore, from the explicit form of 
aa it is clear that naH is antisymmetric with respect to 
the interchange of i and j for a = 1, 2, 3. 

The coordinate differentials of E4 are expressible in 
terms of aa by 

(7a) 

By introdUCing the invariant vectors eb on S3 dual to the 
basis forms a', aa(eb) = 6~, and obeying commutation 
relations 

( 8) 

the coordinate derivatives (vector fields) of E4 are given 
by 

When expressed in terms of coordinate differentials 
dx', the spatial metric can be written as 

dl
2 

= g/j(x)dx'dx' , 

where 

(7b) 

giJ(X)=yabSai(X)Sb'(X), YQb=4Y.b' (9) 

We now proceed to find an explicit expression for the 
metric tensor g,ix) in terms of the spatial variables. 
The calculation can be greatly simplified if we take into 
consideration the observations mentioned above, i. e. : 

(1) Since the space is homogeneous, one can choose 
to evaluate all geometriC field quantities at any arbitrary 
point in space. In E4 coordinates with restrictions on the 
three sphere, a convenient point that renders greatest 
simplicity is the pole (Xl~X2=X3=O, x 4 =1). 

(2) Since the curvature tensors are related to the se­
cond derivatives of the metric tensor, at the pole it 
would suffice to retain terms up to the second order in 
x, in the expansion of g,,(x). 

Hence, from (4) and (9), writingx!=l-L:~dx~, dX4 
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= - Z:~=l x Idx p also setting x 4 = 1, the square of the basic 
forms are seen to be given by 

t( (J 1)2 = (1 + ~ - ~ - x~)d~ + x~dx~ + x~dx~ - 2X2X3dx2dx3 

+ 2(X3 + X1x2)dx1dx2 + 2(- x2 + X1x 3)dx1dx3, 

t((Jl(J2) = (XlX2 - x3)d~ + (X3 + XlX2)dx~ - XIX2d~ 

+ (1- 2x~)dxl dX2 + (Xl + 2X2X3)dxl dx3 

+ (- x2 + 2Xl X3)dx2dx3• 

From this, it is easy to relate the metric coefficients 
gIJ(x) to Yab: 

gll = Yll( 1 + x~ - ~ - x~) + 2Yx2( - X3 + Xl X2) + 2Y13(X2 + Xl X3) 

+ Y22(X~) - 2Y23(X2X3) + Y33(~)' (10) 

g12 = YU(x3 + X1X2) + 1'22 (- X3 + Xl X2) - Y33XIX2 +1'12(1 - 2~) 

+ Y23(X2 + XlX3) +Y13( - Xl + 2X2X3)· 

Other components are obtained from the above expres­
sions by cyclically permutating the indices 1,2,3. After 
close observation of these formulas, we deduce the 
following algebraic expression for the general metric in 
SO(3)-homogeneous spaces (Binachi Type IX) in E4 co­
ordinates on the 3-sphere (expanded here to quadratic 
order in Xi): 

gi/X) = Ylj + EkJly //),, + Ek/lY kjX, + (I' mm)xlx J (11) 

+ 2YkIEkimE,j"xmXn + [(ym"xmxn) - (ymmx"xn)]<'ijj" 

For the contravariant metric glj, an expansion to the 
first order in Xi will suffice for our purpose. This is 
due to the fact that, in calculating the first derivatives 
of the Christoffel symbols, we need to know the expan­
sion up to the first order in Xj only. Thus, 

gll = yU + 2(y13x2 _ y 12X3), 
( 12) 

g12 =1'12 _ y 13Xl + y 23X2 + (I'll _ y22)X3' 

or, in closed form, gjJ=yij+EkJlyjkX,+EkilykiX,. 

We give the explicit expressions for r i ,kl for i = 1 be­
low; the other components are obtainable by cyclically 
permutating the three indices (i, k, 1): 

r I,ll = I' UXI + Y12X2 + Y13X3' 

r l ,12 =1' 13 + Y12Xl + (1'33 - Yll)X2 - Y23X3' 

r l ,13 = - 1'12 +Y13Xl - Y23X2 + (1'22 - Yll)X3, (13) 

r l ,22 = 21'23 + (I'll + 21'22 - 2Y33)X1 - Y12X2 + 3Y13X3' 

r l ,23 = (I' 33 - 1'22) + 4y23xl - 2Y13X2 - 2y12x3, 

r l •33 = - 21'23 + (I'll - 21'22 + 2Y33)xl + 3y12x2 - Y13X3' 

With these formulas in hand we can easily calculate the 
Christoffel symbols and their derivatives evaluated at 
the pole. All the nonzero components are given as 
follows (here, for completeness, we allow the metric 
coefficients Yab to be time-dependent, a dot denoting 
derivative with respect to t): 

(14) 
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for i=j=k=l 

= yi/(y~p - I' kk) + yPP(y kk - I' //) + (yl"y Ik - ykPy kP) 
----~--

for i=j*k=l (p*i*k) 

= 1'1/(1' // + 21' jJ - 2ypp ) + 3yIPy IP - yij Ylj 

for j = k*i=l 

= 2[1'11(1' // - I' pp) + I' I/(Y PP - I'll) + (yIPy,P - yiPI' IP)] 

for i=j=k*l 

(15) 

=ykl(Y/I-Ykk) + (y kk _ 2y ii)ykl - 3ylkYI/ + 4ylky ll 

for i =j *k *1 

=2(yjpYjp-YIJY~~) for i*j=k=l 

=1'1/(1'11- 21'/1 + 21',,) + 31'111'/1- 3yIJYJI + 2Y"YlJ 

for i *j = k* 1 

=4y"Yjk- 2y lJylk - 2y l"yjj for i=l *j *k 

= ylk(y II + I' kk - 21',,) - I' Ik(y/j + ykk) + I'llI' Jk + yJky /J 

for i*j=l*k. 

In Eq. (15), no summation is assumed over repeated in­
dices, and p*i*k. For the diagonal metric, YIJ=l~<'iIJ' 
the above formulas simplify a great deal. In particular, 
only three subcases .for a r~k/ax' remain nonzero. De­
fining Yi == l~ and KI == 1 ;Ill' we reduce Eqs. (14) and (15) 
for the diagonal case as follows: 

for i=j=k=l 

(YP-YI)(YP+Yi -Yk) 

YpYl 

= (Yj + 2YJ - 2yp) 

1'1 
for j=k*i=l. 

B. Invariant operators and representation functions 

(16) 

Vector and tensor harmonics are generated by the 
action of invariant operators of the space on scalar har­
monics, which are representation functions of the under­
lying symmetry group. For the SO(3)-homogeneous 
space, the invariant vectors obey the commutation 
relations (8). In terms of the Euler angle variables (3) 
they are given byB ,10 

. a cOSl/J a a 
e l = - Slnl/J 00 + sinO 3cj; - cot8cosl/J 2i ' 
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o sinijio .0 
e2= cos1/J oB + sinB ocp - cotBsm1/J~, (17) 

o 
e3 = a;p' 

The invariant vectors e j are simply related to the angu­
lar momentum operators of the three-dimensional rota­
tion group in quantum mechanics by 

~ 

Lj=ie j (i=I,2,3), 

where i j are the intrinsic angular momentum operators 
of a rigid body. The Killing vectors ED that generate the 
symmetry transformation of the space satisfy the com­
mutation relations: 

(18) 

and are related to the spatial angular momentum opera­
tors by ix;= - iE; (XI =X, y, z). The Casimir operator C 
= L: 3 1 e2 is an invariant of the group just as the total 

a= a .... 2 ..... 2 ..... 2 .... 2 A 2 A 2 
angular momentum operator L = Ll + L2 + L3 = L~ + Ly 
+ L! is a constant of motion in the quantum mechanics 
of rigid rotators. 

The representation function f of the group satisfies the 
differential equation £2 f = "Jt2/, which in Euler angle 
variables is given by 

( 
02 0 1 ( 02 02 02 ) 

W + cotB ae + sin2e \Ocp2 - 2cosB ocpoiji + oiji2 

-"Jt~ /=0. (19) 

The solution is the well-known Wigner functionll 

/ = f);M( e, cp, 1/J) = exp(iM CP) d{M(e) exp(iKiji) (20) 

with eigenvalues "Jt2 =J(J + 1). They are simultaneous 
eigenfunctions of L2, £3' £. characterized by the quan­
tum numbers J, K, M respectively: 

L2f)~M =J(J + 1)j) fM' 

(21) 

£.f)~M=Mf);M' 
In all spaces that have SO(3) symmetry, any scalar har­
monic function can be constructed from linear combina­
tions of the Wigner function. The general function pos­
sesses definite (J, M) states, but the K states will be 
mixed. More discussions of the scalar harmonics can be 
found in Ref. 10. 

In terms of the E4 coordinates, the invariant operators 
are related to the spatial derivatives by (7b). At the 
pole (x4 =1, X 1 =X2=Xa=0), So/=-Ool and hence the dif­
ferential operators are given by 

o I ~ -,,- =-2e;=2iL j. 
uX; 0 

(22a) 

Repeated operations of i / yield expressions for the se­
cond differential operators 

~I =~I =-2(£/£J+ L jL ,). uXjUXJ 0 uxJux; 0 
(22b) 

From the simple relations 

L.f)J{= iEKf) K-l' L_f)K= - iE K+~ K+1' (23) 
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where L" =L 1 ± iL2 and Ex= [(J + K)(J -K + 1)]1/2, one de­
duces the following relations connecting the action of the 
invariant operators on the representation functions: 

oa=2iKf)K' 

01 = - EKf)x-l + EK+IiJK+l' 

O2 = iEKf)K_l + iEx+1f)K+l; 

0102= 0201 =:(- 41J'2 - 2iL3 )f)K 

= i( - ExE K-1f)K-2 + EK+1 E X+~K+2)' 

0203 = 0302 =: (- 4L2L 3 - 2iL1)f) x 

= (1 - 2K)E xf) X-I - (1 + 2K)E X+1f)K+1> 

0301 = 0103 =(- 4£1£3+ 2i£2)f)K 

= i( 1 - 2K)E xf) X-I + i( 1 + 2K)E K+~ K+1; 

0~=-4itJK 

= E xE x-1DK-2 - 2 [J(J + 1) - J«!]f) K + E K+1E K+~ X+2' 

o~= - 4£~f)K 

(24) 

(25) 

= - ExEK-~X-2 - 2[J(J + 1) - ~]f)K - EK+IEx+~K+2' (26) 

o~= - 4LWK= - ~f)K" 

Here 0 1 denotes the operation of the spatial derivative 
0/ox1 on the f)K functions evaluated at the pole. These 
formulas express the transformation properties of the 
representation functions, and are used for the derivation 
of recursive relations for the amplitude coefficients. 

At this point, we have completed all the necessary 
steps for the reduction of the covariant tensor equations. 
We shall demonstrate in the next section how one con­
structs tensor harmonics by this method. 

III. VECTOR AND TENSOR HARMONICS 

Scalar, -vector, and tensor harmonics in a homogen­
eousspace can in general be expressed in terms of the 
basis invariant forms of the space with the expansion 
coefficients coupling to the representation function of the 
particular underlying symmetry group. For SO(3)-ho­
mogeneous space, the general form of the scalar, 
vector and tensor harmonics can be expressed as 

~ 

cJ>~ M(X) = :B cpK f)'iM(X), 
X=-~ 

(27) 

J 

AfM(X)= :B X: a~ilf):M(x), 
X=-~ 

(28) 

~ 

hfl'(x) = E h:b aro atJ)f)'iM(X), 
K=-~ 

(29) 

The general harmonics belong to definite angular mo­
mentum states (J,M). For each definite value of J, there 
are (2J + 1) components of the amplitude coeffiCients 
coupled to the representation function in the intrinsic 
magnetic quantum number K. These harmonics satisfy 
the respective scalar, vector, and tensor wave equations 
(here i,j, m are space indices that run from 1 to 3) 

cJ>;m:m=o, (30) 

A1;m;m=0, (31) 

hjJ;m;m=o. (32) 
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In the rest of our discussion, to keep the algebra with­
in reasonable reach, we shall limit our calculations to 
the diagonal metric Y;.b = diag(y1, Y2' y3). The method re­
mains fully general. As a quick illustration of the group 
theoretical method let us first deduce the scalar har­
monics of the space. 

A. The scalar harmonics 

The scalar harmonics are a set of scalar functions in 
the space that satisfy the Laplace equation [the wave 
equation (30)]: 

(3l A4> ",4>'m;m= _l __ a_ 10 glj~) 4>=0. (33) , 0 ax; \' aX j 

With the scalar functions expressed in the form (27), one 
wants to find a set of recursive relations for the Fourier 
coefficients ¢K. The relations dictated by the Laplace 
equation define the set of scalar harmonics. The usual 
way is to express the Laplacian operator in coordinate 
variables and seek for a separation of variables in the 
equation. In the present approach we simply evaluate the 
Laplacian at one point, say, the pole, and (33) becomes 

1 a2 1 a2 1 a2 
(3lA- __ + __ +_~. 

- Y1 axi )12 aX; )13 axs 
(34) 

Then making use of (26), we obtain almost immediately 
the recursion relations 

(ljy1 - Ijy2)(E K+2EK+1 ¢K+2 + EK'K-1 ¢K-2) 

- {2[J(J + 1) -](2] (1/h + 1/Y2) + 4J(2/Y3} ¢K = O. (35) 

(cf. Appendix A of Ref. 10). (In the above, the indices K 
in ¢K have been shifted by the action of the invariant 
operators. ) The set of coefficients ¢K satisfying the re­
lations (35) defines the scalar harmonics. If the expan­
sion coefficients are made time-dependent in (30), the 
derived equations from the four-dimensional wave equa­
tions will describe scalar waves in a homogeneous 
universe. 10 

B. The vector harmonics 

For the case of the vector harmonics, the amplitude 
functions are expanded in terms of the basis invariant 
forms with a coupling in the representation functions, as 
in (28). The coefficients X: obey certain recursion re­
lations that arise from the solution of the vector wave 
equation (31).12 We first expand the covariant derivatives 
in (31) into ordinary derivatives and the Christoffel 
symbols 

Ai;m ;m=gmn{Ai •m •n - (r~m.nAk + r~mAk.n) 

- (rlnA k•m + r~nA;.k) + (r1n r km + r!n rlk)A,}=O. 

(36) 
Here, a comma denotes ordinary derivative. For a 
diagonal metric ymn= (l/ym)omn' we take the expressions 
for rand r' as given in (16), to reduce (36) to 

(i= 1) 
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where A", (ljy,.) a2 /ax~ is the Laplace operator. The 
other two equations are obtained by cyclically permuting 
the indices 1,2, and 3. We then proceed to evaluate the 
derivative terms. Rewrite 

(38a) 

and 

(38b) 

where a:", -2X: is defined in such a way that it is 
equal to A f at the pole. It is also understood that we are 
dealing with states of fixed (J, M) here. The terms that 
involve derivatives of r in (36) have been calculated be­
fore. As A;(x) are given by a product of space dependent 
functions, the derivatives of them contain two terms, 
i. e. , 

aAi =:0 (aAf(x) LlK+Af(x) aLlK). 
ax} K ax} ax} 

The derivatives of the LlK functions can be related to the 
action of the invariant operators and were given in (24)­
(26). The derivatives of Af(x) can be obtained by ex­
panding (38b) into a series in powers of Xi' in exactly 
the same way as was done for the metric tensor. To the 
second order, they are given by (at the pole): 

Af(x) = af - Eijk afxk + (a!xm)xi• (39) 

From this, the first and second derivatives of Af(x) at 
the pole can be read off eaSily, e. g. , 

etc. 

Substituting the above relations for the derivative terms 
in (37), we get 

JafA + 2/~ + 1..- - ~) afa2 + 2 (-~ + ~ - 2...)a:a 3 1: \Y2)13 'Y2 'Y3 'Y2'Y3 'Y2 'Y3 

Now, all that remains is to write out by (24)-(26) the 
action of the invariant operators onLlK' The shifting of 
indices on LlK is then transferred to that on the amplitude 
coefficients a K , leaving a common spatial dependence in 
Ll K' But since Ll K is completely general, one arrives at 
an equation relating the coefficients of neighboring K 
states valid throughout all space: 

--- EK+2EK+la1 +EK_1EKa1 tIl) ( K+2 K-2) 
'Yl 'Y2 

+ rf 1..- + ~) __ 2_ [y~ + (Y2 _ Y3)2] 
L\.'Y2 'Y3 'Y1'Y2'Y3 

- 2(~ + ~) [J(J + 1) -](2] - 4If] af 
'Y1 'Y2 'Y 

X (E K+1 at1 + EKaf-l) = O. (41) 

For any J, there are (2J + 1) equations in (41). Adding 
two other equations resulting from permuting the indices 
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in Eq. (40), there are altogether 3(2.1 + 1) equations for 
an equal number of unknowns Cif (i = 1 to 3, K = - J to J). 
These sets of recursion relations for the amplitude co­
efficients define the vector harmonics [in the form (28)] 
on the diagonal SO(3)-homogeneous space. 

C. The tensor harmonics 

The tensor harmonics are constructed in much the 
same way as the vector harmonics. Here, the direct 
product of a'if form a basis for any tensor field on the 
space. The expansion coefficients Ii:" are coupled to the 
representation functions !JIM in the form (29). Rewrite 

hij(x) = 6 hfJ(x)!J~x), 
K 

where 

hij(x) = 6 Ti:b aro(x)atj)(x) 
•• b 

= 6 h:;'S.j(X)SbJ(X), 
a.b 

(42) 

We want to find a set of relations for the coefficients 
h:" from the wave equation (32). Let us first expand all 
covariant derivatives in terms of ordinary derivatives 
and the Christoffel symbols 

hiJ ;",;'" =g"'n[hiJ .",.n - (r:",.n hkJ + r }m.nhki) 

- (r~",hkj.n + r~nhkJ.m + r~nhki.'" 

+ rlmhki .n + r!nhij.k) + (r1nr,:". + r ~n r ;I)hlj 

+ (r~n r ~'" + r ~n r ~)hil 

+ (ri':"r}n + r1nr } ... )hkJ ]· 

(43) 

In simplifying the wave equation one needs to evaluate 
the first and second derivatives of hfJ(x) and !J~M' The 
spatial derivatives of !JIM have been related to the action 
of the invariant operators by (24)-(26). The derivatives 
of hfJ(x) evaluated at the pole can either be obtained by 
using the Killing condition or by performing a metric 
expansion. The Killing equation (cf. Taub, Sec. 2, in 
Ref. 8) ~i;J+ ~j;I=O yields 

(44) 

where 

From the explicit forms of ~., one finds that at the pole 

c:1Io=EkJJ' 
AI!.ernatively, by making an expansion of hfJ(x) 
= h:;' a'(x) ab(x) in powers of XI in exactly the same way 
as was done for the metric tensor, one can deduce the 
derivatives just by reading off the coefficients of the 
first and second order terms in (11) with 'Y.b replaced by 
hob' 

With the expressions (16) for the Christoffel symbols 
and their derivatives and the relations that govern the 
derivatives of hfJ at hand, we are now ready to simplify 
Eq. (43). To give some idea of how one proceeds, let 
us work out the (i, j = 1, 1) component of the second de­
rivative term in (43) as an example: First, write out the 
derivatives of the product hll(X)=h~(x)!Jix), then, 
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-.!.h - (~ iJ 2
hfI + 2_1_ ah£. a + hK t::..\!J 

'Ym 11.", .... - \y", ax! 'Y ... ax", '" 11 1 K' 

To relate the derivatives of hfj to h:;', use the explicit 
formulas (10), which gives, e. g. , 

a
2
hfI _ hK hK 
a~ - 33- 11' 

2 

And, finally, 

J... h = [!SJ.. + hfg - hfI + h:a - hfI 
'Y ... 11 ..... ", ')'1 ')'2 ')'3 

(~a ~"~ hK ~ + 4 2 - V3 + 11t::.. D K' 
')'2 'Y3 

Proceeding in the same way for the other terms, after 
some algebra, one arrives at the following equations for 
the coefficients h~b: 

h '", {K (Ma " ~ " ~ 11;",' = hll t::..+4 V 2 - V3 
')'2 ')'3 

+ h~1[L ~ + ..!.. + ..!..)- _4_(')'~ - (')'2 _')'3)21 
\- 'Yl ')'2 ')'3 ')'1')'2')'3 J 

x !JiO)=O. 

By means of Eqs. (24)-(26), one obtains a set of re­
cursion relations relating the coefficients h:" of neigh­
boring K components. These relations define the tensor 
harmonics in the diagonal SO(3)-homogeneous space. 

IV. APPLICATIONS: ELECTROMAGNETIC AND 
GRAVITATIONAL PERTURBATIONS IN THE 
MIXMASTER UNIVERSE 

The group theoretical method introduced here can be 
used to study any kind of tensor equations in a spatially 
homogeneous universe. One does not have to calculate 
the explicit forms of the tensor harmonics as defined by 
the set of recursion relations on the amplitude coef­
ficients, but can proceed directly in the same way as 
was illustrated in the previous section. Thus, by 
allowing the spatial metric coefficients to be time­
dependent, 

dl2 =y.b(t)a·a b
, (46) 

the metric ds2 = - df + dl 2 describes a spatially homo­
geneous universe. The particular type is characterized 
by the classification of the structure constants. 8 For 
SO(3) symmetry, the space with diagonal metric is 
called the mixmaster universe. 13 To describe elec­
tromagnetiC perturbations in an empty mixmaster uni­
verse, one seeks a solution to the time-dependent wave 
equation14 

(47) 
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where R~,oJ, the Ricci tensor, is equal to zero for an 
empty background. The A,,(x, t) are the four-dimensional 
vector potentials related to the electromagnetic fields 
F"v by F"v=Av;u -A,,;v (Greek indices run from 0 to 3). 
Allowing time dependence for the vector functions 
a:(t) (a= 1, 2, 3) in (38) and assuming 

A~M(X, t) = 2:; a~(t) LJiM(X), (48) 
K 

one derives the differential equations for the spatial 
components by an extension of (41). 

The additional terms in the J1. = 1 equation (40) read as 
follows: 

{ "K ( )' K - a l + KI - K2 - Kg a l 

+ ["1 + K1(3K1 + K2 + Kg)]af - 2Kla~ol}L)K(0). 

The J1. = 0 equation is new: 

[- a[ + a~tJ. - (2Kmh m)a!om - ('[,mKm)a~ 

+ ('[,mK!)a~]LJK(O) =0. 

(49a) 

(49b) 

In addition, the vector potentials satisfy the divergence 
conditions 

A";"=O=g"V(A,,.v- r;VAA)' 

which is resolved to 

(50) 

These equations are further reduced by (24)-(26) to a 
set of coupled differential equations for the potential 
functions a!(t). Equation (50) acts as a constraint equa­
tion on the variables a" and a" and the dynamic equa­
tions (49) describe the evolution of electromagnetic 
perturbations in the mixmaster universe. 

As another example, the equations describing small 
first order tensor perturbations in an empty background 
metric are given bylS-17 

oR"v = t(h"v;()/' - h"",;.;'" - hv",;,,:'" + h~; ,,) = O. (51) 

For the diagonal mixmaster universe, this problem has 
been studied by Hu and Regge. 7 There, Eqs. (51) are 
first expanded in terms of the ordinary derivatives and 
the Christoffel symbols 

20R =g"'6{(h - h - h ) uV ",v r a.8 "tr.v,8 IIcx.u.8 

- 2(r~B rgv + r=6r~p)h"", - 2~6 r ::'vh"p 

+ r::s(hp",." + h"",.p - hp".",)}+ h".v - ~vhp (52) 

where h= h~ is the trace of the perturbation. Then, ex­
pressing h;j(x, t) in terms of the tensor harmonics as in 
(42), one makes use of Eqs. (11), (16), and (24)-(26) to 
simplify (52). By following the same procedure as illu­
strated in Sec. m, one can derive the perturbation 
equations with relative ease. The final equations were 
given in Ref. 7 and shall not be listed here. There, the 
synchronous conditions 

(53) 

were imposed. For each K component, one arrives at 
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four constraint equations 13 Goo = I3Ro1 = 0 (first order dif­
ferential in time) and six dynamic equations {)R/ j = 0 
(second order) for 12 unknown functions hiJ andh lJ , 

which are all coupled. Since there are (2J + 1) compo­
nents for each fixed J, one needs to specify 8(2J + 1) 
variables as initial conditions. 

Parallel to the linearized theory, there is an equiva­
lent way to describe tensor perturbations in a curved 
background. In terms of a new quantity 

(54) 

and by specializing to the Lorentz gauge condition 

h"",;'" =0, (55) 

Eq. (51) can be rewritten as 

Ii :a + 2R W) h-"'B_O 
"~,,, "'''. -. (56) 

This equation describes the propagation of gravitational 
waves in a curved background. R~o~tlv are the background 
Riemann tensor components. In addition, the trace 
condition1B 

(57) 

can also be imposed globally along with (55). 

It is a simple extension of our treatment in Sec. III 
on tensor harmonics to derive the tensor wave equation 
(56) (we shall drop the bar over h"v here and simply call 
them h",V>. The components hO~' hOi' and h ij are ex­
panded as scalar, vector, and tensor harmonics, as 
in (27), (28), and (29) respectively. Condition (55) then 
reads 

h"",:'" =gaB(h"", ,6 - r:sh",y - raa h"y) = 0, 

(J1. =0): [ h• K 1 hK ., ( ~) 
- 00 + - OmU m - Km Ym Ym 

(58a) 

(J1. = 1): 

-(~ Km)hfftJ LJK(O)=O. (58b) 

The other ten equations (56) are obtained following the 
method introduced above. [The Riemann tensor coef­
ficients R~O) • in (56) can be found in, e. g., Appendix A 
of Ref. 19.'] Notice that under the Lorentz gauge one can 
no longer impose the synchronous condition (53) globally. 
Since the procedure is now quite familiar, we shall not 
proceed with the details. 

The group theoretical method introduced here for the 
study of tensor equations in the mixmaster universe is 
equally applicable for homogeneous spaces of all sym­
metry types. The procedure can be carried over in 
exactly the same manner as outlined in Sec. III. 
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A general class of static cylindrically symmetric solutions of the Einstein-Maxwell equations coupled 
with a zero-rest-mass scalar field is obtained under the assumption -r 'g,., = g008' """g" . These 
solutions reduce to Marder's well-known exterior solution in the absence of electromagnetic and 
scalar fields. 

1. INTRODUCTION 

In the literature there are some interesting static 
solutions of the Einstein-Maxwell equations. In a 
space-time region symmetric under rotations about a 
spatial axis as well as under translations about the 
same axis, these solutions correspond to three types 
of fields: azimuthal fields (MukherW), radial fields 
(Mukherj i i , Bonnor2

), and longitudinal fields (Bonnor2
, 

Melvins , Ghosh and Sengupta4
), Mukherji obtained a 

class of solutions of the field equations corresponding 
to an infinite straight wire carrying current, using 
pseudocylindrical coordinates. Bonnors observed that 
with this solution for the azimuthal electromagnetic field 
it is difficult to interpret the constants in the way 
Mukherji interpreted them, as parameters representing 
mass, current, and radius. Indeed, one can eliminate 
the constant representing mass in his solution by a suit­
able coordinate transformation. Further, for vanishing 
electromagnetic field his solution goes over to Marder's6 
solution only for a particular value of the parameter 
associated with the gravitational mass in Marder's 
solution. 

In the case of the already-known solutions of the field 
equation corresponding to an infinite line-charge, Som7 

Showed that if there are no Singularities in the field, 
then one must allow negative values of Rg in the source 
region; negative values of Rg would then require Tg - T/2 
< 0, which demands a very unusual property of matter. 
Thus one is forced to infer that no solution seems to 
exist for a line-charge with positive mass. 

Similar is the situation with the solution correspond­
ing to longitudinal fields. The only solution known so 
far which does not give rise to this situation is that of 
Melvin. However, Melvin's solution corresponds to a 
magnetic universe free of any source. 

In this paper we have studied all these fields coupled 
with zero-rest mass scalar fields. Though inclusion of 
a scalar field does not remove the previously mentioned 
difficulties, some interesting results are obtained. 
Furthermore, we have obtained a new class of solutions 
of the field equations corresponding to an infinite wire 
carrying current. For vanishing electromagnetic and 
scalar fields all our solutions go over immediately to 
Marder's solution. 

2. STATIC FI ELDS 

A. Basic equations 

The field equations of space-time containing elec­
tromagnetic fields and a zero-rest mass scalar field, 

but no matter are 

R,.v - g,.vR/2 = - K(E,.v +SjL)' 

with 

E,.v=€o(F,. OlFOlV - gjLVFOlBFBOl/4) 

and 

(2.1) 

(2.2) 

(2.3) 

where F,.v is the skew-symmetric electromagnetic field 
tensor which satisfies Maxwell's equations for empty 
space, 

(2.4) 

and 

(2.5) 

the semicolon denoting covariant differentiation; and S 
is the zero-rest mass scalar field, which satisfies 

(2.6) 

B. Surviving components of electromagnetic fields 

We shall first obtain the surviving components of the 
electromagnetic fields in space-time region where the 
metric tensor g,.v' the Ricci tensor RjLv' and the tensor 
SjLV are all diagonal; then from Eq. (2.1) one has 
EjLV diagonal. The vanishing of EOl and E zs implies, 
respectively, 

lf2 F20F21 + !f3 FsoF31 = 0 

and 

ffOFo2FOS + lflFl2Fl3 =0. 

One then has 

(2.7) 

(2.8) 

F20F21 (FsoF 31)-1 < 0 except when F20F21 = F30F31 = 0 (2.9) 

and 

F02Fos(FI2FI3)-I> 0 except when F02FOS = F l2F l3 =0. 

(2.10) 

Equations (2.7) and (2.8) are then only compatible when 
either the pair of components (F02 ' F 31 ) or the pair of 
components (Fos, F 12 ) vanishes. Similar considerations 
about the vanishing of E02 and E IS show that at least one 
of the two pairs of components (F03 ' F 12) and (FOl , F23) 
must vanish; and the vanishing of Eos and E12 imply 
vanishing of at least one of the two pairs (FOl> F23) and 
(F02 ,FsI)' Consequently, of these three pairs of com­
ponents (Fol>F23), (F02 ,FsI )' and (F03 ,F12 ), always only 
one pair of components survives, for nonvanishing elec­
tromagnetic fields. 
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C. Field equations in static metrics with cylindrical 
symmetry 

The line element for a static system with cylindrical 
symmetry is 

(2.11) 

with 1), A, (3, and Y functions of r only. It is known 
(Ref. 8, Chap. 8) that for any static cylindrically sym­
metric system, the metric components can be described 
by only three functions of the radial coordinate. Usually 
one encounters in the literature grr = gze' However, one 
finds that with this assumption no solution exists corre­
sponding to an infinite straight wire carrying a steady 
current. Another possibility is rgrr=g4>4> , considered 
by Mukherji, 1 but one has difficulties in interpreting the 
constants (Bonnor5). So we try the relation rgrr= 

- goolI4>4>gzz' that is 

(2.12) 

Then the surviving components of Ricci tensor are (a 
subscript 1 means d/ dr) 

Rg= - exp[- 2(11+ (:l+ Y)](1111 +11/r), (2.13) 

R~ = - exp[ - 2(11 + {:l + Y)][11 11 + {:l11 + Y11 + ({:ll -111 - yJ/ 

r- 2 (111{:l1 + 111Yl + tllyJ], (2.14) 

R~= - exp[- 2(11 + (:l +y)]({:lll + tl/r) , (2.15) 

and 

(2.16) 

Since the electromagnetic field F ",v depends only on r, 
we have from (2.4) 

and 

F02 =c 4>' 

F03 =Cz , 

(2.17) 

(2.18) 

F23 =cB .. , (2.19) 

where C 4>' C z' and B r are constants; and from (2.5) one 
has 

and 

FOI =C r r-le21l , 

F12=cBzre28, 

F 13 = cB 4>r-1e21', 

wherec r , B .. , andB4> are constants. 

(2.20) 

(2.21) 

(2.22) 

From the invariant F'" vFv "" when only one component 
of F[ ",vI survives, we see that in the weak field approxi­
mation we may associate the constants C r' B 4>' and B z 

with uniform charge per unit length along the z axis, 
steady current along the z axis, and steady solenoidal 
current around the z axis, respectively; and we may as­
sociate B r' C 4>' and C z with the corresponding magnetic 
analogues. 

Also the massless scalar field depends only on r, so 
from (2.6) 

SI =Sr-1 (2.23 ) 

where 5 is a constant. 

If we now define the constants 
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and 

C r = K€o(C~ + c2B~)/2, 

C4> = K€o(C~ + c2B;)/2, 

then the Simplest form of the Einstein equations is 

(2.24) 

(2.25) 

(2.26) 

r11 11 + r1J 1 ={(r e21l , C q,e21', C .. re2/!} , (2.27) 

r{:lll +r{:lI={-C .. e21l , Cq,e21', -C .. re28} , (2.28) 

rYll +rYI ={ -C re21l , -C 4>e21',C .. re28} , (2.29) 

and 

r[111Yl +(111 +Yl)((31 +1/r)]=KS2/2 

+{-C r e2
\ C4> e21', c..re28}, (2.30) 

where in each bracket {} only one of the terms is to be 
considered, since in each problem only one of the con­
stants C .. ' C 4>' C .. can be different from zero. 

3. SOLUTIONS OF THE FIELD EQUATIONS 

In all three problems (radial, azimuthal, and longi­
tudinal) the method for obtaining the solution is identi­
cal; we use the first three equations for obtaining the 
expreSSions of 1), {:l, and Y [A is then got from (2.12)], 
with a total of six constants of integration; then the last 
equation (2.30) gives a relation which reduces these 
six constants to five. After that, one can easily reduce 
these five constants to only three essential ones, by 
suitable coordinate transformations. We have now three 
cases: 

A. Azimuthal fields 

In this case C r =C .. = 0; then (2.29) gives 

y= -log[(r/a)b +C 4> (2b)-2(r/a)""J = -10gB, (3.1) 

with a and b constants of integration; the sum of (2.27) 
and (2.29) gives 

11=-y+hlog(r/d), (3.2) 

with hand d constants of integration; and the sum of 
(2.28) and (2.29) gives 

{:l=-y+plog(r/f}, (3.3) 

with p and f constants of integration; finally, substitution 
of (3.1) to (3.3) into (2.30) gives 

ph-b2 -KS2/2=0. 

One thus obtains 

goo = (r/ d)2h B 2, 

and 

gll = - (r/ d)2h (r/f)2b2+K 52 /2l/hB 2, 

g22= - r(r/f)(2b2+K s2/2l/hB2, 

g33= - B-2
• 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

With a suitable coordinate transformation, one obtains 

goo = J q, (r/ ro)2(b+hl , 

gll = - J q, (r/rot2+2(b+hl+2b2/h+K 5
2/h, 

g22 = - r J 4> (r/ rot2+2b2 /h+ 2b+K 5 2/h , 

(3.9) 

(3.10) 

(3.11) 
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and 

gS3 = - J '" -1 (r/rO)-2b , 

where 

ro = a (a/ d)h (a/ .1)<II2+K s2/2)/h 

and 

(3.12) 

(3.13) 

(3.14) 

Mukherj i (Ref. 1, Sec. 2) gives a special case of this 
solution, for vanishing scalar field. 

B. Radial fields 

Following similar steps, one obtains for the radial 
case 

(C",=c=O) 

and 

goo = J r-1(r/ro)2(b til ) , 

g - _ J (r/r )-2+2(b+hl+2b2/h+K s2/h 
11 - r 0 , 

g - _ r2J (r/r )-2+2b+2b2/h+K 5 3/h 
22 - r 0 , 

gS3 = - J r(r/ro)-2b, 

where 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

Particular cases of this solution are given by Mukherji 
(Ref. 1, Sec. 3) and Bonnor (Ref. 2, Sec. 2.b). 

C. Longitudinal fields 

For the longitudinal case (C r = C", = 0), one obtains 

and 

goo = J z(r/ ro)2(btll) , 

gll = - J,,(r/ro)-2+blb+h)+2b2/h+. 5
2/h, 

gZ2 = - r J ,,-' (r / r o)-2+2b+ZbZ/ h+. 5
2

/ h , 

g33= - J,,(r/ro)-2b, 

where 

J" ={1 + C" rg[ - 2(b + h) + 2(b + h)2/h + K5 2/hJ-2 

X (r/ rof 2 <11+ h) +2(b+ h-r/h+K S 2/h} 2. 

(3.20) 

(3.21) 

(3.22) 

(3.23) 

(3.24) 

Bonnor (Ref. 2, Sec. 2.a, and Ref. 5, Sec. 3) and 
Ghosh and Sengupta4 give special cases of this solution. 

In the absence of electromagnetic fields (J r = J", = J " 
= 1), solutions for radial, azimuthal, and longitudinal 
problems become identical. 

We next impose the condition that our coordinates be 
Weyl canonical ones, in the absence of electromagnetic 
fields; this means gO~22 = - r, and gu and g3~ become 
identical as a consequence of (2.12). This imposition 
relates the three constants b, h, 5 by 

(3.25) 

If we further relabel the combination b + h, 

b+h=2m, (3.26) 

then we get, in the absence of electromagnetic fields, 
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and 

(3.27) 

(3.28) 

(3.29) 

With electromagnetic fields the components of the 
metric are (3.27)-(3.29) multiplied by the correspond­
ing factors J or their inverses J-1

, which now take the 
form 

and 

J
r
=[I-C(4m)-2(r/ro)4mJ2, 

J",=[1 +C",(-4m+8m2+ 52)-2 

x (r/ro)"4m+8mZ+K 5
Z]2, 

(3.30) 

(3.31 ) 

(3.32) 

We have thus obtained a set of solutions which go over 
to the solution given by Marder6 in the absence of elec­
tromagnetic and massless scalar fields. In the absence 
of a scalar field, making parameter m vanish in the 
longitudinal solution gives the electromagnetic geon of 
Melvin. 3 It should be noticed that our radial and longi­
tudinal solutions are expressed in Weyl canonical co­
ordinates, while our azimuthal solution is not. 

4. DISCUSSION OF THE RESULTS 

In Sec. 2B we showed that static cylindrically sym­
metric systems may contain exclusively radial, or 
azimuthal or longitudinal electromagnetic field, not 
combinations of these fields. Choice of coordinates 
rgrr = - gO~¢J<I>g"" proved to give equations easier to 
solve than others more frequently used in literature, 
such as grr =gzz or g"",,= rZgrr; our choice of coordinates 
and an appropriate labeling of constant of integration 
allowed solutions of the three independent systems to 
become identical in the absence of electromagnetic 
fields; and further these tend to Marder's solution in the. 
case of a vanishing massless scalar field, when one of 
the two constants band h is fixed by the condition (3.25). 

It is evident from Eqs. (3030) to (3.32) that one cannot 
have m = 0 for a radial field and m = 1/2 for a longitud­
inal field, independently of the scalar field. With an 
azimuthal field the situation is different: only in the ab­
sence of scalar field does the solution corresponding to 
azimuthal field not allow both m = 0 and m:::: 1/2. For 
vanishing electromagnetic field the expression for 
Kretschman scalar takes the form 

RIJ.VPI1 RIJ.VPI1 = [64m2(1 - 2m)2(1 - 2m + 4m2) 

-16m(1 - 2m)(1 - 4m + 8m2
) K52 

+ (3 - 8m + 16m2) ~ 54J ro-4 

x (r/r
o

)-4+8m-16m
2-2K 52; (4.1) 

when 5 *0 this is always positive and tends to zero at 
infinity. However, when 5 = 0 it tends to zero every­
where as m tends to either the value zero or to one-half. 
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Janis et al. 9 prescribed a method of obtaining some 
generalized electromagnetic fields from the vacuum 
field solutions irrespective of any symmetry, but their 
prescriptions do not admit combination of electric and 
magnetic fields. However, our solutions allow combi­
nations of electric and magnetic fields. 
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Relations between a nonrelativistic local phase symmetry and the Galilean structure of the operator 
algebra are studied. The latter is derived from a few simple assumptions. For interacting systems, the 
assumption of phase independent localization leads to a unique Hamiltonian. Superseleetion rules for 
mass, time. and charge appear in intimate interrelationships. 

1. INTRODUCTION 

Ever since Weyl! so forcefully pOinted out the role of 
gauge transformations in quantum theory, this topic held 
a fascination for many physicists. The idea, originally 
formulated for electromagnetic interactions, was put 
into a new perspective (local phase invariance) and ex­
tended to non-Abelian symmetries by Yang and Mills and 
by Utiyama. 2 In recent years, combining gauge invari­
ance with spontaneous symmetry breaking, impressive 
progress was made toward the understanding and the uni­
fying of elementary particle interactions. 3 

In his penetrating analyses of symmetry principles, it 
was repeatedly pointed out by Wigner4 that gauge sym­
metry is radically different from other, classical (or 
geometrical) symmetries. Gauge transformations do not 
affect observations and do not correlate events. They 
appear to apply to specific interactions and are formu­
lated in terms of the laws of nature. For this reason, 
Wigner uses the term "dynamical invariance" when 
speaking of gauge symmetry. 

The dynamical nature of gauge invariances is further 
illustrated if we consider the (nonrelativistic and non­
quantum mechanical) Lagrangian formalism. The 
Lagrangian of a classical point particle (with unit 
charge) in interaction with an electromagnetic field is 

L = tMce - V +qAo (1.1) 

This is obviously not invariant under an electromagnetic 
gauge transformation 

V - V + w, A _ A - gradw. (1. 2) 

However, the corresponding action and the equation of 
motion resulting from (1.1), i. e., 

Mq= -gradV -A +qxcurlA, (1. 3) 

are gauge invariant. 

The situation is rather different in quantum mechan­
ics. The Lagrangian density 

L =il/!*(;\ +iV)1J> - (1/2M)(Ok +iAk)l/!*(Ok -iAk}l/! (1.4) 

leads to the Schrodinger equation 

(1. 5) 

Now neither (1.4) nor (1.5) is invariant under (1. 2). 
This is an untenable situation because, unlike the field 
strengths, the potentials are not measurable and deter­
mine the former only up to the gauge transformation 
(1. 2). We therefore are led to postulate that every gauge 
transformation (1. 2) of the fields must be accompanied 
by a gauge transformation 

1/1- e-iw(x,t)1/J (1. 6) 

of the matter wavefunction. Then both the Lagrangian 
{1.4} and the dynamical equation (1. 5) are invariant. In 
fact, the latter describes correctly the non relativistic 
quantum theoretical behavior of a (spinless) particle in 
an external electromagnetic field. 

At this point we make an important stipulation: Gali­
Jean invariance of nonrelativistic physics is, very much 
like gauge invariance, essentially a dynamical invari­
ance. This may sound surpriSing, because, after all, 
proper Galilei transformations are inertial transforma­
tions and, thus, they affect observations. To bring out 
our point more clearly, let us take the Lagrangian of a 
free point particle, 

L == tMq2. (1.7) 

Whereas L is invariant only under Euclidean transforma­
tions and time displacements, the corresponding action 
and the equation of motion, 

(1.8) 

are also invariant with respect to Galilei transforma­
tions. In fact, as Houtappel, van Dam, and Wigner5 

pointed out, even if we add to (1. 7) a velocity indepen­
dent potential V (which is Euclidean and time -displace­
ment invariant), the resulting equation of motion will be 
Galilei invariant, even though the Lagrangian is not. 
Thus, Galilean invarianc_e of the dynamics emerges as 
a consequence of a ,smaller kinetic invariance provided 
the forces are of a special kind. 6 This situation is in 
complete analogy with the emergence of the gauge in­
variant Eq. (1. 3) from the nongauge invariant (1.1), 
where the invariance arose again from the special form 
of the interaction. In contrast, we observe that in rela­
tivistic mechanics the Lagrangian L = !muyu", which 
leads to the Lorentz invariant equation of motion d{mu)! 
dT = 0, is already invariant under Lorentz transforma­
tions. Thus, inertial transformations in relativity are 
completely kinematical in nature, in contrast to nonrela­
tivistic physiCS. 

Let us now consider again nonrelativistic quantum 
mechanics. For a free particle we set 

L =il/!*~-(1/2M)dk1f!*okl/i, (1. 9) 

and obtain the Schrodinger equation 

iotlJ! + (1!221-1)0",d k l/!= o. (1.10) 

If we do not transform l/i while performing a Galilei 
transformation on the coordinates, neither (1. 9) nor 
(1.10) is invariant. To achieve invariance, we have to 
postulate that every Galilei transformation must be ac­
companied by a transformation 
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(1. 11) 

of the wavefunction. 7 Comparing these observations with 
the paragraph preceding Eq. (1. 6), we again see the 
close resemblance between the character of gauge and 
Galilei symmetry. 

A much deeper relation between gauge and Galilei in­
variance is observed if one considers the introduction 
of an external force. It is easily seen that, if one adds 
a term V(x)I/J*1/J to (1. 9) [with V(x) not constant], then 
Galilean invariance of the resulting Schrondinger equa­
tion cannot be achieved, not even if V is velocity inde­
pendent, space- and time-translation invariant. B How­
ever, if one couples the matter field I/J to an external 
electromagnetic field, as given by (1. 4), then Galilei in­
variance of the corresponding Schrodinger equation (1. 5) 
can be restored by taking advantage of the available 
gauge freedom, i. e., by performing also a suitable 
gauge transformation9 on V, A (and I/J). Such Galilean in­
variant wave equations of particles (with arbitrary spin) 
in an external electromagnetic field have been studied by 
L{!vy-Leblond. 10 

The surprising relation between these two seemingly 
disparate symmetries (which has no counterpart in stan­
dard relativistic quantum theory) was first noticed and 
studied, from a more general viewpoint, by Jauch. 11 He 
defined a kinematical symmetry transformation as a 
permutation of the set of all observables of a system 
which can be globally implemented by a unitary operator 
on the Hilbert space. 12 He then defined a physical sys­
tem to be Galilei invariant if the transformation Qk- Qk' 
Q

k 
- Q

k 
+ v

k 
of the pOSition and velocity13 is a kinematical 

symmetry transformationo Within this framework (as­
suming that the Qk form a complete set of commuting 
operators) he showed that the most general form for the 
Hamiltonian of a Galilei invariant system is given by 

H = (1/2M)(P _A)2 + V, (1.12) 

where A and V are arbitrary functions of the coordinates 
(and possibly of time)o Note that this result is different 
(and more profound) than our above observation concern­
ing Galilei invariance (in the standard sense) of the in­
teracting wave equation. But Jauch also showed that a 
unitarily implementable local phase transformation I/J­
exp( - iu1)1/J with an arbitrary differentiable function '" is 
equivalent to the replacements (1. 2) of V and A in the 
SchrOdinger equation corresponding to (1. 12). This ties 
up the two observations. 

Recently Piron14 rederived, in a slightly different 
framework, Jauch's interesting result. LElVY­
Leblond10

•
15 was also fascinated by the connections be­

tween Galilei and gauge invariance and called for a de­
tailed analysis. 

In this paper we study the problem from essentially 
the opposite direction than was done in Jauch's work. 
Adopting a locality postulate, we shall arrive in a natu­
ral manner at the Galilei group of a free particle. We 
then consider an interacting system, and adding the re­
quirement that localization be phase independent, we ob­
tain the unique form (1. 12) for the Hamiltonian, with A 
being subject to A- A - Ok"" Then we extend the locality 
postulate to hold also for time dependent local phases. 

J. Math. Phys., Vol. 15, No. 10, October 1974 

1761 

We find that consistency then requires the transforma­
tion law V-V + a tWO Finally, we study various super­
selection rules that arise in the theory and point out 
their remarkable interrelationships. 

2. THE KINEMATICAL GROUP 

We commence with adopting the usual geometry for 
the space of nonrelativistic physics: 

Assumption 1: The space of events is the homogeneous 
and isotropic Euclidean space E 3 • 

From this follows the existence of the symmetry group 
E(3) of Euclidean transformations, with the Lie algebra 

[Pk' PIJ=O, [J k' PI]=iEkIJPj' 

This algebra can be realized on the Hilbert space of 
square integrable wave functions 1J;(x) by setting 

(2.1) 

(2.2) 

The next, and crucial, step is the adoption of a local­
ity postulate. Following the familiar argument2 we sti­
pulate that the phase of a wavefunction is a matter of 
convention, not only at a given point but also when we 
compare phases at different points. In other wordS, we 
demand that a local phase transformation be an auto­
morphism of Hilbert space. In view of Wigner' s theo­
rem, 16 we can formalize this requirement as follows. 

Assumption 2: To every transformation 

(2.3) 

with a differentiable w(x), there corresponds in Hilbert 
space a unitary operator U such that 

f/j I/J)(x) = eiw (x)1J;(x). 

USing the realization (2.2), we now calculate 

(lj P kU-1 /f)(X) = eiw[ - ia ke-iWI/J(x)] = (- iO k - 0kU1)1J;(x), 

i. e., under a local phase transformation (2. 3) 

Pk - Pk - °kW , 

Similarly we find that 

(2.4) 

(2.5) 

(2.6) 

These results show that, unless we enlarge the algebra 
of observables, arbitrary local phase transformations 
cannot be kinematical transformations in Jauch's 
sense. 11 Indeed, by setting U = exp(iF) , Eq. (2.5) would 
imply that 

(207) 

and since at this stage F is necessarily a function of P 
and J while 0kW is a c-number multiple of the identity 
operator, (2.1) tells us that this equation cannot be sat­
isfied (unless W = const. ) 

Suppose we postulate 
Assumption 3: The algebra of observables is large 

enough to guarantee that arbitrary local phase trans­
formations with a differentiable w(x) are kinematical 
transformations. 

How is the set {p,J} of fundamental observables to be 
enlarged so as to satisfy Assumption 3? This question 
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is answered by 
Theorem1: In order to satisfy Assumption 3, it is suf­

ficient to adjoin to the set {p, J} the identity operator I 
and the generators Q, (Z = 1, 2, 3) of linear local phase 
transformations [corresponding to17 w(x) = c ,x 11• 

Proof: If w(x) = c ,X / and if we write18 F = M-l c /Q I' then 
Eq. (2.7) is satisfied provided we have 

(2.8) 

Since the c, are linearly independent, apart from (2.8) 
we also have 

(2.9) 

Equations (2.8) and (2.9) tell us that Qk can be realized 
by setting 

(2.10) 

Furthermore, with U =exp(iM-1c/Q/) we find that 

UJkU-1 =Jk +iM-1c/[QI' Jkl + .. ,' 

and, comparing this with (2.6), using the realization, 
(2.10), and noting that now dmW=Cm, we see that consis­
tency requires 

[Jk, Q/l=iEk/8r (2.11) 

Let now W be an arbitrary differentiable function, i. e. , 
w(x) = ~:.o c(an • x)", The effect of the corresponding uni­
tary transformation (whose existence is guaranteed by 
Assumption 2) on the operator algebra is characterized 
by (2.5), (2.6), and 

(2.12) 

Since dkW and X/dmW in (2.5) and (2.6) is a power series 
in x, and since the realization (2.10) holds, the rhs of 
(2.5), (2.6), (2.12) is simply a permutation of the oper­
ator algebra, so that we have a kinematical symmetry 
transformation. This concludes the proof. 

Remarks: (a) With w=c/x/' Eqs. (2.12), (2.5), (2.6) 
give 

Qk- Qk' 

(2.13) 

Jk- Jk -M-1Ek/mcmQ/ 

as the effect of the corresponding local phase transfor­
mation. Thus, Galilean boosts arise as particular local 
phase transformations. 

(b) The Heisenberg commutation relations (2.8) as 
well as the other two relations (2.9) and (2.11) involving 
Q have the role of consistency requirements. 

(c) The algebra of observables is characterized by the 
Lie relations (2.1), (2.8), (2.9), and (2.11). The struc­
ture of the corresponding simply connected Lie group 
is19,20 

(2.14) 

(d) Since we passed to the covering group SU(2)", the 
wavefunctions will be vector valued representations and 
should be labeled as 1/J!3(X), where s, S3 are SU(2)" la­
bels. Correspondingly, the realization (2.2) of Jk must 
be changed to 

(2.15) 
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where :Ek is an SU(2) matrix. We then define spin T as 
the difference between total and "orbital" angular 
momentum, 

T =J _M"1QXP=:E. 

The Casimir invariants of K are 

(2.16) 

(2. 17a) 

(2. 17b) 

We can interpret C1 (which arose from linear phase 
transformations and indicates a superselection rule) as 
Galilean mass. Because of (2.16), the spectrum of C2 is 
s(s + 1) with s = 0, 1/2, 1, ••.. Since the irreducible uni­
tary representations of K are characterized by specify­
ing the mass M and the spin s (which are the kinematical 
labels of a particle), we shall call K the kinematical 
group. 

3. THE DYNAMICAL GROUP 

In order to introduce dynamics, we first make the 
following definition. 

Definition 1: A development transformation of an iso­
lated system is a kinematical symmetry characterized 
by 

P- P, J- J, Q- j(Q, P,J). 

The motivation of this form is that the intrinsic develop­
ment must be compatible with the geometry of space, 
i. e., the corresponding generator should be invariant 
under space translations and rotations. We further de­
sire that development transformations be continuously 
composable in an associative manner, be invertible, and 
independent of order. This means that the set of all de­
velopment transformations must form an Abelian group. 
The simplest possibility is that we have a one-param­
eter group. Thus, we make 

Assumption 4: Development transformations form a 
one-parameter Lie group T1N. 

Any development transformation l' will then be repre­
sented by a unitary operator U T = exp(i1'H). Concerning 
the generator H we stipulate 

Assumption 5: H is contained in the algebra of obser­
vables generated by P, Q, J. 

This rather obvious assumption is weaker than de­
manding that, for example, the Pk form a complete set 
of commuting observables. Nevertheless, when com­
bined with the P and J invariance requirement of Defini­
tion 1, it is powerful enough to tell us that21 

(3.1) 

Next we observe that development transformations of 
T/ give rise to an equivalence relation on the algebra of 
observables generated by the kinematic Lie group K. In­
deed the relation A - B iff B = U .,AU;1 for some l' is easi-
1y seen to be an equivalence relation. 22 It is therefore 
reasonable to define a dynamical group G by the 
following 

Assumption 6: The kinematical group K is isomorphic 
to the quotient group modulo T1H of some group G. 

Thus, K"'G/T1H, which implies that H and the genera­
tors of K must form a closed Lie algebra. This, then, 
makes the choice of the rhs in Eq. (3.1) unique, 23 and 
we have 
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(3.2) 

Here C 1 is an arbitrary constant and the scale factor 2M 
was chosen for convenience. 

With this form of H and the already known Lie rela­
tions of the kinematical group we find that 

[H,QkJ=-iP" (3.3) 

and, of course, 

[H,P]=O, [H,J]=O. (3.4) 

The relations (2.1), (2.8), (2.9), (2.11) together with 
{3.3}, (3.4) form the Lie algebra of the dynamical group 
G, and we observe that it is precisely the abstract quan­
tum mechanical Galilei group algebra. Its structure is 
given as 

G:=:T1H6"¢ K=T/6"¢{SU(2)16"¢ [T/6"¢ (TsQ X T/)]}. (305) 

We can write G =g 6"¢ T1M, where g is the abstract geo­
metrical Galilei group, so that G is its scalar central ex­
tension. 24 By denoting the parameters associated with 
T/, T 3P, TsO, SO(3)' by T, a, v, R, respectively, ex­
ponentiation of the Lie algebra leads to the familiar com­
position law 

(T,a, V,R)(T, i, v,R) =(T+ T,a +Ra + Tv, v +Rv,RR). (3.6) 

It is convenient to represent this abstract group on some 
homogeneous space. The simplest choice is to take the 
left coset spacegISO(3)'0 TsO, whose elements25 can 
be characterized by the pair (1', ii). Using (3.6). we find 
that the left action of g on the coset space is given by 

(T,i)- (T+T,Ra+a+Tv). (3.7) 

We can identify our homogeneous space with E3(x)xE1 (t) 
by the map (7',a)- (t,x) so that (3.7) gives 

t-t+T, x-Rx+a+tvo (3.8) 

Thus, the familiar active viewpoint of the Galilei group 
consists in considering it as a set of endomorphisms of 
E 3(x) XE1(t). The relation between (3.7) and (3.8) is an 
isomorphism. 

Even though the above procedure is hardly new, it 
permits us to interpret "nonrelativistic time" in a pure­
ly group theoretic mannero The one-dimensional space 
E1(t) was introduced, not at the start of kinematical con­
siderations, but rather simply as a convenience permit­
ting a simple active characterization of the dynamical 
group. It is possible to use, as a homogeneous space, 
notgISO{3)'® T3Q but, for examplegISO(3)'. Then one 
is led to a representation of g on "phase space" E3(x) 
XEs{p) and no explicit concept of "time variable" arises26 

(cf. Appendix A). 

Once, however, the choice has been made to use the 
homogeneous space g ISO(3)" x T 30, we are led, in a 
natural manner, to a sequence of incoherent Hilbert 
spaces. We define, for each t, a Hilbert space H t of 
square integrable functions by setting 
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all of H. A glance at (2.1), (2.8), (2.9), (2.11), (3.3), 
(3.4) shows that we can set 

Pk - -io", 
Q~ - MXk +it\, (3.10) 

J" - - iE"ljXIO j + ~'" 
H-io t • 

In particular, H assumed a double role: On each slice H t 
it has the realization H - - (2Mf1a kO" + C 1> whereas on H 
it is given by iOt. This is emphasized by the usual 
Schri:idinger equation (1.10), which arises when one ap­
plies27 the Casimir invariantC1 of G, given by (3.2), on­
to the function space 1/J(x; t). From this viewpoint, the 
emergence of the Schrodinger equation as a consistency 
condition is related to having selected the "homogeneous 
Galilei group" SO(3)"6"¢ TsQ as the subgroup which defines 
a homogeneous G-space. 

4. INTERACTING PARTICLES 

The transformations of the basic observables acting on 
H, which they undergo when a local phase transforma­
tion 1/J(x; t)- exp[iw(x)]1/J(x; t) is performed,28 can be 
easily obtained if one uses the realizations (3.10). We 
get 

P,,- Pk-okW, 

Qk- Q" + tokw, 

Jk - J" -KIEklmQlomw, 

H-H. 

(4,la) 

(4.1b) 

(4.1c) 

(4.1d) 

Naturally, this permutation of observables (represented 
by a unitary operator on H) is a kinematical symmetry 
transformation. 29 

Equation (4.1b) tells us that, except on the slice t=O, 
the position operator Q is not invariant under local phase 
transformations. There is no reason why localization 
should be independent of the choice of phase w(x) on slice 
H hO, but depend on it on other slices. We therefore 
stipulate 

Assumption 7: Localization does not depend on the 
choice of a phase w(x). 

In other words, we assume that arbitrary local phase 
transformations with a differentiable w(x) commute with 
the particular local phase transformations30 with w(x) 
=cIX Z• We shall call systems for which Q is invariant 
under transformations corresponding to I/i(x; t)­
exp[iw(x) ]1/J{x; t), covariantly interacting systems. In 
this terminology, Assumption 7 may be paraphrased as 
stipulating that all physical systems are covariantly in­
teracting. The question now arises: What characterizes 
a covariantly interacting system? This is answered by 

Theorem 2: The Hamiltonian of a covariantly inter­
acting spinless system has the form 

H = (1/2M)(P _A)2 + V, (4.2) 

1/J(x j t) = exp( - itH) 1/J(x) (3.9) Where A and V depend on Q(t) and Where, under a local 
phase transformation, 

and the total Hilbert space H is then a suitable direct in­
tegral of the "slices" H t' Whereas so far our observa­
bles P, Q, J, H were realized on H t.O. we can now 
search for their realization by differential operators on 
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Proof: In order to satisfy the requirement that Q- Q 
under an arbitrary phase transformation, we must ob-
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viously modify the realization (3.10) of Q. We set31 P =P-A. (4.9) 

(4.4) Correspondingly we have 

We now calculate, with U being the representative of the 
arbitrary phase transformation, 

(lj QkU-11/J)(X; f) 

= eiw[(Mxk +iti\)e-iwl/J(x; t)] + t(ljAkU-11/J)(X; t) 

= (Mxk + itok + tokw)l/J(x; t) + t(lj AkU-11/J)(X; t). 

Thus, Q- Q provided that 

Ak- UAkU-1 =Ak -OkW. (4.5) 

Next, we use (4.4) and H-io p Pk - -io k and compute 
that 

(4.6) 

From this we can find H as a function of the operator 
algebra. We first observe that (4.6) refers to operators 
defined on H. By transforming this equation with 
exp(itH) we obtain, in view of (3.9), the corresponding 
equation for the slice H toO' Distinguishing operators on 
this slice by putting a bar over them, we have [ii, Qk] 
=_ - i~Pf - A~). Since Ak is a P?wer series in Q and since 
[Pk,QI =-tMBkP we easily fmd that 

jj = (1/2M)P2 - (1/2M)PIA 1 - (1/2M)A 1P 1 + N, 

where N is an arbitrary function of Q. However, this 
can be trivially rewritten as 

Ii = (1/2M)(P _A)2 + Y, (4.7) 

where again Y is an arbitrary function of Q. Transform­
ing this equation with exp( - itH), we obtain H on the 
slice H t' which is precisely the form given by (4.2). 

QED 
Remarks: (a) The meaning of Theorem 2 is that the 

essentially kinematical requirement "localization should 
be invariant under a local phase transformation with a 
phase w(x) throughout all of H" leads to the necessity of 
an interaction with fields A and V, and this interaction 
has a uniquely prescribed form. 

(b) In the presence of interactions the behavior of P, 
J, H under arbitrary local phase transformations with 
w(x) still persists as given by (4.1a, c, d) but (4. 1b) is, 
of course, replaced by Qk - Qk' 

(c) When Eq. (4.2) is realized by differential opera­
tors, we obtain the Schr1:idinger equation (1. 5). This is 
now invariant under "gauge transformations with a time 
independent w(x)", i. e., under the simultaneous re­
placements 

lji(X; t)- e-iw(xllji(x; f), A k- Ak - 0kW(X). 

It may be worth while to point out that, since we still 
have the realization P

k 
- - io k , the operator Pk retains its 

meaning as a translation operator even in case of inter­
actions. However, it cannot be identified with momen­
tum. Since momentum is defined as the time derivative 
of position and since time derivative of any observable 
Q is given by32 

dQ •. 
dT=Q=t[H,Q]+OtQ, (4.8) 

Eq. (4.6) tells us that the momentum is now given by 
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H = (1/2M)P2 + V. (4.10) 

Observe that both P and H are gauge invariant under 
time independent gauge transformations (but P is not). 

We now observe the following. When, in Sec. 3, we 
decided to represent the abstract dynamical group on the 
homogeneous space q /SO(3)J"" T3Q and thus were led to 
a sequence H t of incoherent Hilbert spaces, we effective­
ly introduced a superselection rule. It is reasonable to 
require that this superselection rule be made explicit. 
This can be easily done if we extend our basic locality 
postulate by stipulating that the phase of a wavefunction 
is a matter of convention, not only in each H t but also 
when we compare phases at different slices H t of H. In 
other words, we demand that a local phase transforma­
tion with arbitrary, time dependent w(x, t) be an auto­
morphism of H. Thus, we replace Assumption 2 by the 
more general one: 

Assumption 8: To every transformation 

lji(x; t)- eiw(x,tllji(x; t) (4.11) 

with a differentiable w(x, t) there corresponds in the 
Hilbert space H a unitary operator U such that 

(lj lji)(x; t) = e1w(x, tll/J(x; t). (4.12) 

Since now states in the different H t slices are given 
independent phases, it is clear that one cannot linearly 
superimpose such states. More about this superselection 
rule will be said in Sec. 5. 

Using the realization H-io t we now see that, under a 
time dependent phase transformation, H is no longer in­
variant; we rather have 

(4.13) 

(The behavior of P, Q, J is not affected by making w 
time dependent.) It then follows that Eq. {4.2} is no 
longer consistent: Under a time dependent gauge trans­
formation the lhs transforms according to (4.13) but the 
rhs is unchanged. Consistency between the overall real­
ization H - io t in H and its realization on any slice H t can 
be restored if we restrict the so far arbitrary V to fields 
which, under a general local phase transformation trans­
form as 

(4.14) 

This completes the characterization of covariantly inter­
acting systems in our framework. 

Remarks: (a) The Schr1:idinger equation, 1. e., the real­
ization of (4.2), is now invariant under general gauge 
transformations, i. e., under the simultaneous 
replacements 

lji{x;t)- e-1w(x,tll/J(x;t), Ak-Ak-okW, V- V+otw. 

(b) If we calculate the force P with (4.8), (4.9), (4.10), 
we find thaP3 

(4.15) 

which is the familiar Lorentz force. It is invariant un­
der general gauge transformations. 
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5. SUPERSELECTION RULES AND GAUGE INVARIANCE 

When, in Sec. 2, we demanded that local phase trans­
formations with w(x) be (unitarily implementable) kine­
matic symmetries, we were led to the well-known mass­
superselection rule [cf. Eq. (2 0 8) t Another superselec­
tion rule arises when we demand that A k- Ak - 0kW(X) be 
a kinematical symmetry. To see this, take the particu­
lar phase w(x)=clx p Denote that parP4 of the corre­
sponding unitary operator which acts on functions P. of A 
(and V), by U = exp(iN) and write N = M-1c ,K I (K I is di­
mensionless). Then one has 

Ak - ck=UAkU-1=Ak +iM-1C/[KpAk] + 0 ••• 

This satisfied if 

[K " A k ] = iMo/k (5.1) 

and we also have [K " K k] = O. Since the rhs of (5.1) is in 
the center of the algebra, we indeed have a new super­
selection rule for the complete system generated by P, 
Q, J, H, A, V. On the space of functionals p., the gen­
erator KI can be realized as 

K I - i M o! . (5. 2) 
I 

It is easy to see that this new superselection rule cor-
responds to electric charge. If, for the moment, we use 
conventional dimensionate units, then in Eq. (4.2) A 
must be replaced by eA. (and V by eV). In these units, 
(5.1) gives 

(5.3) 

which shows that the "supersymmetry" observable is the 
(reciprocal of) specific charge. 

It is rather remarkable that the mass and charge su­
perselection rules follow from one and the same prin­
ciple, vizo, that local phase transformations with at 
least35 a linear W = C IX I be kinematical symmetries for 
the interacting system. Actually, something more holds. 
If we define the "gauge operator" R to be the generator 
of gauge transformations with w(x) = C IX I for the entire 
system, i. e., if we set 

R=Q+K, (5.4) 

then, from (4.2), (4.6), (5.1) we see that, as expected, 
R is a constant of motion: 

(5.5) 

We now turn to another topic. When, in Sec. 4, we 
stipulated (via Assumption 8) that time dependent phase 
transformations be also kinematical symmetries, we in­
troduced an explicit superselection rule. Let us consider 
the particular linear phase w(x, i) = ki (k const); denote 
the corresponding unitary operator which acts on H (and 
P,Q,J) by U =exp(iD) with D=M-1kW (W dimensionless). 
Then we have, because of (4.13), 

H + k=UHU-1=H +iM-1k[W,H] + .... 

This implies that 

[W,H]= -iM, (5.6) 

so that the presence of W among observables gives rise 
to a superselection rule. If we revert to conventional, 
dimensionate units, we get 

[W,H]=-inMje, (5 0 7) 
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where the constant e has the dimension of time. Thus, 
we are led to a supers election rule for the Htime opera­
tor" (or rather, the reciprocal of "specific time"). From 
considerations concerning the measuring process, 
Piron36 also arrived at the conclusion that, in the stan­
dard Schrodinger representation, one has a superselec­
tion rule for time. But his assumption was that time (as 
measured by clocks which are isolated from the physical 
system) is a physical observable, not a parameter. It is 
interesting that, without such an assumption, gauge the­
ory leads to the same conclusion o 

It may be worth while to point out that, as (506) Shows, 
the observable canonically conjugate to H is the genera­
tor W of phase transformations with w = kt. Since His 
realized onH by io p one may realize Wby MI. It would 
be, however, incorrect to say that W is the "time opera­
tor": The super symmetry operator is on the rhs of (5.6). 

Since, whenever a time dependent phase transforma­
tion is performed, we must also transform V-V + ° tW, 

it is necessary to include in the system of observables 
an operator which acts on the functionals P. of V (and A) 
and which generates the change V-V + k when w = kt. We 
write U = exp(iZ) with Z =M-1k9, and find that 

[9,V]=-iM. (5.8) 

Thus, we have a superselection rule. The observable 9 
which gives rise to it may be realized as 

9--iM o~. (5.9) 

Clearly, 9 is the couterpart of W, just as K was the 
counterpart of Q. However, we did not now obtain a new 
supersymmetry. Indeed, using conventional units, (508) 
becomes 

(5. 10) 

so that the superselection rule is for the (reciprocal of 
the) specific charge, i. e., the same supersymmetry that 
was the result of having included the observable K into 
the algebra. 

We may summarize as follows: All superselection 
rules are brought about by the pair Q, K (giving mass 
and specific charge superselection) and by the pair W, 9 
(giving specific time and specific charge superselection). 
The operator Q +K is the generator for gauge transfor­
mations with w = C IX P and the operator W + 9 is the gen­
erator for gauge transformations with w = ki. 

It is possible to slightly modify (and perhaps simplify) 
the description of the system. Let us perform a gauge 
transformation with 

w(x, t)= - (t V dt. 
vO 

Then 

H-H-V=H, p_p=p, (5.11) 

and Eqo (4.10) becomes, in this particular gauge, 

H=(1/2M)P2. (5.12) 

Thus, ii is the energy, but as seen from (5.11), it is no 
longer the temporal time displacement operator when 
realized on H. Once we chose this particular gauge, we 
are no longer permitted to perform gauge transforma-
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tions with time dependent w. Therefore, there is no need 
to have Wand 9 in the algebra of observables. Hence, 
the «time superselection rule" disappears. ':n Further­
more, in this gauge, gauge transformations are an in­
variance transformation of the system, since ii- ii. 

6. CONCLUDING REMARKS 

The major result of this study is the demonstration of 
the power of the locality principle. Combined with a few, 
generally accepted and rather weak requirements, it 
leads to an algebraic structure which can be identified 
with the Galilei group. In particular, Galilean boosts 
appear as the simplest, nontrivial gauge transforma­
tions. Adding the requirement that localization be gauge 
independent, one is led to a unique interaction structure. 
Light is shed on the peculiar relation between various 
superselection rules. 

One may consider the algebraic structure that 
emerges if the locality principle is generalized to non­
Abelian transformations. However, there does not seem 
to be much point in endowing non relativistic particles 
with internal symmetries [such as SU(3»). 

It is obvious that if one starts, instead of the Eucli­
dean space, with the Minkowski space of events, one will 
be led to a relativistic Galilean structure. The relati­
vistic generalization of the Galileigroup has been intro­
duced by one of us a few years ago,38 starting from very 
different arguments. We plan to pursue the present ap­
proach in the relativistic framework in the future. 

APPENDIX A: REPRESENTATION ON THE 
TANGENT SPACE 

The elements of the left coset space g /SO(3V can be 
represented by triples (1', a, v). The left action of g gives 

(1',a,v)- (r+'T, Ra+a+Tv, RV+v). 

We introduce a new parameter € by setting 

-'i'v=EV. 

(AI) 

At 7' == l' + 'T = 0, this is an invertible transformation, 'TV 

=eV, and then (AI) becomes 

(A2) 

If we identify the space (1', a, V)"=-T with the phase space 
(or rather tangent space) E3(x) x E3(P} by the map (a, v)~ 
(x, p), then (A2) gives 

x- Rx+a-Ep, p- Rp+v. (A3) 

In Ref. 26 it has been explicitly shown that this transfor­
mation group is isomorphic to the Galilei group as de­
fined on E 3(x)XE1 (t}. 

APPENDIX B: INTERACTING SYSTEM WITH SPIN 

The matrix realization T = ~ of spin is valid on every 
slice H t as long as no interactions are present. In the 
opposite case, however, this cannot hold, because, while 
we still have [H,J]=O, we cannot have [H,QXP]=O, 
and, hence, [H, T] * 0. Thus, the general form of T will 
be 

(Bl) 
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To determine f k , we make the following assumptions: 

(i) T must still be an axial vector, 39 
(ii) No arbitrary constant shall be introduced, 
(iii) T be linear in the fields, 40 

(iv) Spin does not depend on the choice of a phase w(x). 

The last requirement is on the same footing as As-
sumption 7 in Sec. 4 which was imposed on localization, 
and it in effect assures us that spin is a gauge invariant 
concept. 

A moment's consideration shows that the above re­
quirements determine fk to be 

fk = (1/2M}Ek lJ2:!B J' 

where B J == E jabo.Ab is the magnetic field. 41 Thus, 

Tk=~k+(1/2M)tEUJ2:!BJ' (B2) 

and, using the realization H - io t' we see that 

[H, T k] = (i/2M}Ek!J2:,B r (B3) 

In order to find what term H' we must add to our H = 
(1/2M)P2 + V, we go to the slice H t.o' where (B3) gives 

[H, 2:k] = (1/2M)iEklJ2:,B r 

Since p2 and V commute with 2: k , this equation can be 
satisfied if we put H' = (2M)-1~nBn. Indeed, 

[~nBn' 2: k ] = iEk'j2:,B r 

Transformforming back to slice H to we thus finally have 

H = (1/2M)p2 + (1/2M)2:,B, + V. (B4) 

This interesting form of interaction was also found by 
Levy-Leblond, 10 who derived it from multicomponent 
Galilean covariant wave equations with arbitrary spin. 
The major feature is the correct gyromagnetic ratio and 
the absence of electric moments. It thus appears that 
locality arguments to some extent at least incorporate 
Significant predictions of detailed wave equations. 

In conclusion we note that the presence of the magnetic 
dipole moment interaction term in (B4) does not affect 
the equation of motion [H, Q k] = - i P k. 

1H. Weyl, Gruppentheorie und Quantenmechanik (Hirzel, 
Leipzig, 1931) [English trans!. by H. P. Robertson (Dover, 
New York, 1950»). 

2C. N. Yang and R. Mills, Phys. Rev. 96, 191 (1954); R. 
utiyama, Phys. Rev. 101, 1597 (1956). 

3A comprehensive survey, covering developments up to the 
beginning of 1973, was given by E. S. Abel'S and B. W. Lee, 
Phys. Rep. 9, 1 (1973). A review of some subsequent devel­
opments can be found, for example, in ''Recent Progress in 
Gauge Theories", S. Weinberg, Harvard Univ. preprint, 
1974. 

4E.P. Wigner, Proc. Nat!. Acad. Sci. (U.S.) 51,956 (1964);. 
in Proceedings of the International School of PhysiCS Enrico 
Fermi, Course 29 (AcademiC, New York, 1964); Nobel Prize 
Lecture 1964. [All these articles are reprinted in Symme­
tries and Reflections (Indiana U. P., Bloomington, 
Indiana, 1967]). 

5R. M. F. Houtappel, H. van Dam, and E. P. Wigner, Rev. 
Mod. Phys. 37, 595 (1965). 

60f course, Galilei invariant equations of motion can be ob­
tained also for velocity dependent forces provided these 



                                                                                                                                    

1767 P. Roman and J.P. Leveille: Gauge theories 

forces are Galilei invariant, cf. Eq. (3.2) of Ref. 5. How­
ever, in this case Galilei invariance was put in ''by hand". 

7ef. J. -M. Levy-Leblond, in Group Theory and Its Applica-
tions, Vol. II, edited by E. M. Loebl (Academic, New York, 
1971). See also J. VOisin, J. Math Phys. 6, 1519 (1965). 
Voisin gives another but equivalent!. 

80n the other hand, if one considers two interacting particles 
acting on each other through a potential V which depends only 
on the length of the relative instantaneous coordinate, the 
c. m. motion can be separated off and the Schrodinger equa­
tion for the relative motion is still Galilei invariant as ex­
pected. But for our present discussion, this is not relevant. 

9It suffices to choose a gauge function subject to the equations 
w= J~[V(x') - V(x») dt+ s(x) with B"s =Ak(x) -Ak(x') - BkJ ;[V(X') 
- V(x)]dt, where x'=x+vt. 

10J. -M. Levy-Leblond, CommlJn. Math. Phys. 6, 286 (1967). 
See also ibid., 4, 157 (1967), and Ref. 7. A more complete 
study was done later by C. R. Hagen, Commun. Math. Phys. 
18, 97 (1970). See also C . R. Hagen and W. J. Hurley, Phys. 
Rev. Lett. 24, 1381 (1970), and W.J. Hurley, Phys. Rev. 
D 3, 2339 (1971). 

11J. M. Jauch, Helv. Phys. Acta 37, 284 (1964). 
12Kinematical symmetries are a subset of canonical transfor­

mations. In turn, invariances (represented by unitary opera­
tors that commute with the Hamiltonian) are a subset of kine­
matical symmetries. 

13The velocity is defined by Qk=i[H, Qk]. 
14C. Piron, Found. Phys. 2. 287 (1972). 
15J. -M. Levy-Leblond, These de Doctorat, Orsay, 1965. In 

(Ann.) Phys. (N. y.) 57, 481 (1970) he also considered a possi­
ble generalization of Jauch's work for relativistic systems. 
See also S. K. Wong, Nuovo Cim. 4 B, 300 (1971). 

1si. P. Wigner, Gruppentheori~ und ihre Anwendung (Vieweg, 
Braunschweig, 1931) [English trans!. by J.J. Griffin 
(Academic, New York, 1959)]. 

17Summation over l from 1 to 3 is understood. 
18The arbitrary constant M-1is inserted for dimensional rea­

sons. Since c, has dimension of (\ength)-1, and F is dimen­
sionless, we can make the Q, dimensionless if M-1 has the 
dimension of length. Since we use units in which If ~ c ~ 1, we 
can say that M has the dimension of mass. 

19In this paper, x stands for direct product andl8l for semidi­
rect product. 

2oSU(2) arises as the universal convering of SO(3). T3 and T1 
denote three- and one-dimensional Abelian groups. 

21Since in every irreducible representation T2 is a multiple of 
the identity, we can dis regard it in (3. 1). 

22The existence of this equivalence relation is essentially tanta­
mount to Assumption 4 and could be used to replace it. 

23 H cannot depend on TP because, for example, [Qk' TP) = iMT k 
which is not in the Lie albegra. Dependence on higher powers 
of P! is excluded similarly. 

24Ing the SU(2)J part of G should be thought of as SO(3)J. P 
and Q commute. 

J. Math. Phys., Vol. 15, No. 10, October 1974 

1767 

251. e. , the cosets of the subgroup SO(3)J® Ti. 
2SThis representation ofg was introduced, from another point 

of view, by P. Roman, J. J. Aghassi, and P. L. Huddleston, 
J. Math. Phys. 13, 1852 (1972). 

27Because representations with different C1 are ray-equivalent, 
one might take C1 ~ o. 

28Presently we still confine ourselves to phase transformations 
with at-independent w, that is, we apply the locality postu­
late on each "slice" Ht simultaneoulsy. Assumption 2 has not 
yet been extended. 

29Its generator is a function of Q(t),P(t) =P, J(t), H and of de­
rivatives of Q(t). The latter are, of course, defined by 
i[H,Q(t») . 

3~ecall that the boosts Q are precisely the generators of par­
ticular, linear phase transformations. 

31In writing (4.4), two tacit assumption entered: (a) When the 
"interaction is switched off", we must recover (3.10); 
(b) when considering Q on the slice t=O, we must recover 
(2.10). For simplicity, we now also restrict ourselves to the 
spinless case. Systems with spin are discussed in Appendix B. 

32This well-known definition follows from the fact that, because 
of (3.9), !] ~ eitHQe- itH , where?i denotes the observable on 
the slice Ht=o. 

330ne must use the relations [Pk,!](Q»)~-iMBkn which are valid 
for any power series n of Q. 

34The part which acts on functions of P, Q, J, H is, of course, 
U=exp(iF) with F=M-1 Cj Qj, cf. Theorem 1. 

35This is the place to point out that once we include the genera­
tor K among our observables, we can accomodate the kinema­
tic symmetry Ak - Ak - Bkw for arbitrary w (xl, just as was the 
case for the part which was a kinematic symmetry on the 
P, Q, J, H variables. As we saw in Sec. II, this is the con­
sequence of the fact that w(xl has a power series expansion. 
Similar remarks hold for the kinematic symmetries to be 
discussed in the rest of this section. 

3SC. Piron, Helv. Phys. Acta 42, 330 (1969). 
31Naturally, the slicesH t are still incoherent, by their very 

definition, but no supersymmetry operator is explicitly pres­
ent. Ht is now merely a parameter. 

38J.J. Aghassi, p. Roman, and R. M. Santilli, Phys. Rev. D 1, 
2753 (1970); J. Math. Phys. 11, 2297 (1970); Nuovo Cimento 
5 A, 551 (1971); R. M. Santilli, Particles Nuclei 1, 81 (1970). 
See also P. L. Huddleston, M. Lorente, and P. Roman, Pre­
print BU-PNS-5, Boston University, 1973. 

39The algebra of noninteracting observables admits reflections 
as an outer automorphism, which justifies the requirement 
that this feature persist when interactions are on. We do not 
require, however, parity conservation. 

40This is a simpliCity assumption which we cannot further 
justify. 

41The factor (2M)-1 arises because of dimensional reasons, and 
because in H the field A occurs only with a factor (2M)-1, so 
that, if no arbitrary constant is to be used, we must conSider 
(2M)-1A as the basic entity. 



                                                                                                                                    

Proper particle mechanics 
David Hestenes 

Physics Department, Arizona State University, Tempe, Arizona 85281 
(Received I April 1974) 

Spacetime algebra is employed to formulate classical relativistic mechanics without coordinates. 
Observers are treated on the same footing as other physical systems. The kinematics of a rigid body 
are expressed in spinor form and the Thomas precession is derived. 

INTRODUCTION 

This paper shows how to formulate conventional 
relativistic mechanics without refering to observers or 
coordinates. To emphasize the distinctive features of 
this formulation, it will be called "proper mechanics. " 
The common expression "relativistic mechanics" will 
be avoided here because, by the most straightforward 
interpretation of the adjective "relativistic, " Einstein's 
mechanics is less rather than more relativistic than the 
socalled "nonrelativistic" mechanics of Newton. The 
equations describing a particle in Newtonian mechanics 
depend on the motion of the particle relative to the ob­
server; in Einsteinian mechanics they do not. Einstein 
originally formulated his mechanics in terms of "rela­
tive variables" (such as the position and velocity of a 
particle relative to a given observer), but he eliminated 
dependence of the equations on the observer's motion by 
the "relativity postulate," which requires that the equa­
tions be invariant under a change of relative variables 
from those of one inertial observer to those of another. 
Minkowski's covariant formulation of Einstein's theory 
replaced the explicit use of variables relative to inertial 
observers by components relative to an arbitrary co­
ordinate system in spacetime. The "proper formula­
tion" used here relates particle motion directly to 
Minkowski's "absolute spacetime" without the inter­
mediary of a coordinate system. 

Minkowski had the great idea of interpreting Einstein's 
theory of relativity as a prescription for fusing space 
and time into a single entity "spacetime. " The 
straightforward algebraic characterization of "Minkow­
ski spacetime" by "spacetime algebra" makes a 
proper formulation of mechanics possible. The space­
time algebra can be regarded as a variant of the Dirac 
algebra more intimately related to spacetime than the 
usual matrix version. Proper mechanics shows how gen­
erally useful the Dirac algebra is outside its usual do­
main of "relativistic quantum theory. " Besides providing 
a simple proper formulation of all the usual equations in 
"classical relativistic mechanics," spacetime algebra 
brings spinors to bear on the subject; as will be shown, 
this Simplifies many things and brings the subj ect clos­
er, in its formulation, to quantum theory. 

In Sec. 1, the spacetime algebra is introduced along 
with important notations needed to interpret and apply it 
efficiently. For later use a number of important alge­
braic identities are set down and the spinor formulation 
of Lorentz rotations is discussed. 

In Sec. 2, the proper description of a material parti­
cle is given. Inertial observers are introduced on the 
same footing as other physical systems; the distinction 
between proper and relative vectors is explained, and 
the reformulation of proper quantities in terms of rel-
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ative variables is carried out in detail. 

In Sec. 3, the relation of the spacetime algebra to 
the Dirac and Pauli matrix algebras is briefly explained. 
It is shown how easily the usual covariant equations can 
be put in proper form and vice versa. This section per­
tains only to the relation of spacetime algebra to other 
mathematical systems, and it is not needed in the rest 
of the paper. 

In Sec. 4, a comoving frame is associated with a par­
ticle, and its kinematics are completely described in 
spinor form. This gives immediately a complete and 
simple formulation of the kinematics of a "rigid point 
particle" (i. e., a rigid body of negligible dimensions). 
In particular, the Thomas preceSSion is derived by a 
new (and hopefully, a clearer and simpler) method, 
along with a complete treatment of related kinematical 
results. A great advantage of this approach is that all 
results can be used directly in an analYSis of Thomas 
preceSSion in the Dirac electron theory, as will be 
demonstrated elsewhere. 

1. SPACETIME ALGEBRA 

In this paper spacetime is understood to be four­
dimensional continuum (or manifold) with "Minkowski 
metric" of signature minus two. Spacetime derives its 
Significance from the facts (or, hypotheses, if you will) 
that every elementary physical event can be uniquely 
labelled by a point of spacetime, and that the metric 
of spacetime determines a unique ordering of phYSical 
events. 

Spacetime can be given a precise mathematical de­
scription by introducing appropriate rules for adding 
and multiplying points. A vector a is said to be tangent 
to a point x in spacetime if there is a curve {x(Q!); 
0< Q! < E} in spacetime extending from the point x(O) 
=X such that 

a = lim Q!-l(x(Q!) - x}. (1.1) 
a- 0 

The right side of (1. 1) is made meaningful by the as­
sumption that the points of spacetime can be added and 
multiplied by scalars according to the usual rules as­
sociated with vectors. However, it should be noted that 
the validity of (1. 1) does not require that the sum of two 
spacetime points or the scalar multiple of one is again 
a spacetime point, in short, the spacetime is a 
linear vector space. 

The set of all vectors tangent to a typical spacetime 
point x is a four-dimensional vector space T(x) called 
the tangent space at x. An element of such a space will 
sometimes be called a proper vector to avoid possible 
confusion with other uses of the word vector. By mul­
tiplication and addition the elements of T(x) generate a 
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noncommutative associative algebra called the space­
time algebra (at x). This algebra has been systematical­
ly discussed in Ref. 1 and since developed into a more 
extensive mathematical system especially by Ref. 2. 
However, the basic multiplication law of spacetime 
algebra is likely to be familiar to most readers only in 
the guise of the Dirac matrix algebra, so a sketchy re­
view of the algebra is necessary to establish terminology 
and a few basic relations. Relation of the spacetime 
algebra to more familiar formalisms will be discussed 
in Sec. 3. 

The geometric product of a generic proper vector a 
with itself is a scalar quantity describing the metric of 
spacetime; thus, 

a2> 0 iff a is a time like vector; 

a2 = 0 iff a is zero or a lightlike vector; 

a2 < 0 iff a is a spacelike vector. 

(1. la) 

(1. Ib) 

(1. lc) 

The term "scalar" here always means "real number," 
The geometric product ab of proper vectors a and b can 
be decomposed into a a sum of commuting and anti­
commuting parts; thus, 

ab = a . b + a A b, 

where 

a· b == ~(ab + ba) = b . a, 

aAb==Ha,b]=-bAa, 

(1. 2a) 

(1. 2b) 

(1. 2c) 

and [A, B) ==AB - BA. It follows from (1. 1) that a· b is a 
scalar quantity, the usual inner product of spacetime 
vectors. The quantity a A b, called the outer product of 
a and b, is a (proper) bivector (or 2-vector). 

Bivectors are related to vectors by multiplication. A 
bivector which can be expressed, as in (1. 2c), as the 
outer product of two vectors is said to be simple. A 
bivector B in the spacetime algebra can be uniquely 
that every null bivector is simple and, in fact, has a 
null vector as a factor. Furthermore, every nonnull 
bivector B in the space-time algebra can be uniquely 
expressed as the sum of two simple bivectors or blades; 
that is, there exist unique blades Bl and B2 such that 

(1. 3) 

and BIB2 is a pseudoscalar, or equivalently B2 is pro­
portional to the dual of B 1• (The meanings of the terms 
"pseudoscalar" and "dual" will be explained later. ) 

The inner and outer product of a vector a with a bivec­
tor B can be defined respectively by 

a·B ==Ha,B]= - B· a, (1.4a) 

and 

aAB ==~(aB +Ba) =BAa, (1. 4b) 

so 

aB=a·B+aAB. (1. 4c) 

Using (1. 4a) together with (1. 2b) and (1. 2c), it is easy 
to prove that any three vectors a, b, c satisfy the useful 
identity 

a· (bAc)=a. bc - a· cb=- (b Ac). a. (1. 5) 

It follows that the quantity a . B defined by (1. 4a) is a 
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vector. On the other hand, the quantity a" B is a tri­
vector (or 3-vector). Using (1. 4c) and (1. 2c), one can 
show that the outer product of vectors is associative, 
that is 

(aAb)Ae =aA(b Ac) =aAbAc. (1. 6) 

Every trivector in the spacetime algebra can be fac­
tored (but not uniquely) into an outer product of three 
vectors. 

It is well at this point to introduce the convention that 
when parentheses are omitted inner and outer products 
have priority over the geometric product; for example, 
for vectors, a,b,e,d, 

(a· b)e=a. bet-a. (be), 

(a Ab)c = a Abc t-a A (bc), 

a· be Ad = (a. b)(c Ad). 

This convention is particularly useful in complicated 
formulas. It has already been used in (1. 5). 

The product of a vector a with a trivector T is the 
sum of a bivector a. T and a 4-vector or pseudoscalar 
aAT; thus, 

aT=a· T+oA T, 

a· T==t(aT+ Ta) = T.a, 

aA T==~(aT- Ta) = - T Aa, 

(1. 7a) 

(1. 7b) 

(1. 7c) 

From (1. 7b), .(1. 4a), and (1. 2) one can establish the 
useful identity 

a· (b AB) =a· bB - b A(a ·B), (1. 8) 

where a, b are vectors and B is a bivector. Every 
pseudoscalar is a scalar multiple of a unique unit 
pseudo scalar which will always be denoted by i. Specifi­
cation of i assigns an orientation to spacetime. It can 
be shown that 

(1. 9a) 

and the geometric product of i with any vector a is anti­
commutative; that is, 

ai = - ia. (1. 9b) 

It follows that the outer product a Ai == ~(ai + ia) vanishes, 
while the inner product a· i == ~(ai - ia) = ai is a trivector 
(called the dual of a). Every trivector T is the dual of 
some vector t, that is, T= ti. By (1. 9a), Ti= - t, so the 
dual Ti of any trivector T is a unique vector. This es­
tablishes an isomorphism of the linear space of all 
trivectors to the space of all vectors. For this reason, 
trivectors are often called pseudoveetors. 

A generic element of the space-time algebra will be 
called a (proper) multiveetor. Every proper multivector 
M can be uniquely expressed as a sum of a O-vector (or 
scalar), a I-vector (or vector), a 2-vector (or bivector), 
a 3-vector (or pseudovector), and a 4-vector (or pseudo­
scalar); that is 

(1. 10) 

where [M]k denotes the k-vector part of M. A multivec­
tor M is said to be even if [M]l = [M1s = O. The even mul­
tivectors compose an important subalgebra of the full 
spacetime algebra. 
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The reverse it of a multivector M can be defined by 
the equation 

it = (M]o + (M]t - (M]2 - (M1s + (M]4' (1.11) 

It can then be shown that the reverse of a product equals 
the product of reverses, that is, if 

(1. 12) 

Spacetime algebra makes it possible to describe 
Lorentz transformations completely, without resorting 
to coordinates or matrices. Only Lorentz rotations 
(i. e., Lorentz transformations without time reversal or 
space inversion) are of interest here. Any Lorentz 
rotation R. which maps a generic proper vector a into 
the vector a' =R. (a) can be written in the canonical form 

a' =R. (a) = RaR; (1. 13a) 

here R is an even multivector, unique except for sign, 
with the property 

(1. 13b) 

The multivector R is called a spinor. One way to estab­
lish (1. 13) is to introduce an orthonormal frame of vec­
tors y" and its "reciprocal frame" h"} defined by the 
equations 

Y"'yv=o~, jJ., v=0,1,2,3 (1. 14) 

where o~ is the "unit matrix." According to (1. 13a) the 
transformation of y" is given by 

(1. 15) 

(sum over repeated indices), where a~ = yV • y~ is the 
matrix of the transformation. These equations can be 
solved for R. One obtains (see Sec. 17 of Ref. 1) 

(1. 16) 

This gives R explicitly as a function of the matrix a~, 
but it is of little practical use since in most applications 
it is easier to determine R directly from the data. 

Two special classes of Lorentz rotations are of in­
terest here, boosts and spatial rotations. A Lorentz 
rotation L (a) = LaL which takes a unit timelike vector u 
into the vector v is said to be a boost of u into v if it 
leaves vectors orthogonal to the v A u-plane invariant. 
Any vector a can be expressed as the sum of a compo­
nent all in the v A u-plane and a component aL orthogonal 
to it; thus, 

a=all +aL 

where 

all=a· (vA u)(vA u)"t, 

aL=a (vA u)(vAu)"t. 

By definition 

LaLL=aL so LaL=aLL, 

because Ll = 1. It can further be shown that 
- 2 -La ilL =L all or Lall=aIlL; 

in particular, 

v=LuL=L2u so L 2=vu. 

(1. 17a) 

(1. 17b) 

(1. 17c) 

(1. 18a) 

(1. 18b) 

(1. 18c) 

The square root in (1. 18c) can be taken to give L ex-
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plicitly in terms of v and u (Eq. (18.14) of Ref. 1], but 
the result is unduly complicated and can be avoided in 
applications by using (1.18). 

A Lorentz rotation lj(a) = UaU said to be a spatial 
rotation if it leaves a timelike vector u invariant; that 
is, if 

UuU=u, (1. 19a) 

or, equivalently, 

UU t = 1 where U t =uuu. (1. 19b) 

The set of all Lorentz rotations satisfying (1.19) is the 
group of spatial rotations in the space-like hypersur­
face with normal u, called the little group of u. 

Any Lorentz rotation can be uniquely expressed as a 
spatial rotation followed by a boost of a given timelike 
vector u. This decomposition can be completely charac­
terized by factoring the spinor R defined by (1.13) into 
the form 

R=LU, 

where Land U are defined by (1. 18) and (1.19), 
respectively. 

(1. 20) 

The spacetime algebra associated with a single 
spacetime point has been discussed. If spacetime is 
geometrically flat, then, with one point chosen as the 
zero vector, it is identical with the tangent space at 
each of its points. In this case there is only one space­
time algebra, and the spacetime points have all the 
properties of proper vectors mentioned above. 

In the rest of this paper spacetime will be assumed 
geometrically flat. However, the basic ideas and most 
of the results apply with little or no modification to 
curved spacetime. To make such applications easier 
in the future, the definition of proper multivectors has 
been given in greater generality than is needed in this 
paper. The mathematical apparatus needed to apply 
spacetime algebra to' curved spacetime is developed 
in Refs. 1 and 2. 

2. THE PROPER POINT OF VIEW 

The history of a material particle is a timelike curve 
x = x( 'T) in spacetime. Particle conservation is ex­
pressed by assuming that the function x = x( 'T) is single­
valued and continuous, except at discrete points where 
particle creation and/or annihilation occurs. Only dif­
ferentiable particle histories will be considered here, 
and 'T will always refer to the proper time (arc length) of 
a particle history. After a unit of length (say centi­
meters) has been chosen, the physical significance of 
the spacetime metric is fixed by the assumption that 
the proper time of a material particle is equal to the 
time (in centimeters) recorded on a material clock 
traveling with the particle. 

The unit tangent v=v('T) =dx/d'T =x of a particle history 
will be called the (proper) velocity of the particle. By 
the definition of proper time, d'T= I dx I = I (dx)2It /2, and 

(2.1) 

The term "proper velocity" is to be preferred to the 
alternative terms "absolute velocity," "world velocity, ., 
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"invariant velocity," and "four velocity. " The adjective 
"proper" is used to emphasize that the velocity v de­
scribes an intrinsic property of the particle, indepen­
dent of any observer or coordinate system. The adjec­
tive "absolute" would do the same, but it may not be 
free from undesirable connotations. Moreover, the 
word "proper" is shorter and has already been used in 
the same sense in the terms "proper mass" and "proper 
time. " The adjective "invariant" is inappropriate, be­
cause no transformation group has been introduced. The 
velocity will not be called a "4-vector" because that 
term already means pseudoscalar in spacetime alge­
bra; besides, there is no need to refer to any four 
components of the velocity. 

The quantity dv / d T -= iJ = x will be called the (proper) 
acceleration of the particle. The constraint (2.1) im­
plies that iJ is orthogonal to v, that is 

v·v= 0, 

or, equivalently, by virtue of (1. 2a), 

iJv = v A v = - vv. 

(2.2a) 

(2.2b) 

The motion of a particle is said to be inertial if v = O. 

The physical notion of an inertial observer (or sys­
tem) is fully characterized mathematically by specifying 
a constant timelike vector field u, which, of course, 
can be constructed from the proper velocity u of a sin­
gle inertial particle. It is often convenient to regard an 
inertial observer as an inertial particle with its history 
passing through the point x = O. The language can be 
considerably simplified by using the proper velocity of 
an observer as the name of the observer. A description 
of the motion of a particle according to an observer is, 
then, just a description of the motion of one particle 
relative to another. 

Let u be an inertial observer and x any spacetime 
point (labelling some physical event). By virtue of (1. 2), 

xu=x'u+xAu=ct+x, 

where 

ct=x·u, 

x=xAu. 

(2.3a) 

(2.3b) 

(2.3c) 

The quantities t and x are, respectively, the time and 
position of the event x according the observer u. For 
fixed t and variable x, (2.3b) is an equation for a space­
like hyperplane with normal u, and each point x of the 
hyperplane is uniquely designated by x = x A u. For 
variable t, (2.3b) is an equation for a one parameter 
family of space-like hyperplanes. The time t designat­
ing a hyperplane is the proper time of the observer ex­
pressed in convenient units (say seconds); the constant c 
(with value equal to the speed of light) converts the unit 
of time into the unit of length. 

Note that, by virtue of (1. 2), (2.3) gives 

uX=U' x +uAx =X' u - x Au =ct- x. 

Using this and u2 = 1, one finds 

x2 = (xu)(ux) = (ct + x)(ct - x) = c2t2 _ x2 , 

a familiar expression for the "interval" between the 
event 0 and an event x. 
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Let x = x( T) be the history of a particle with proper 
velocity v = dx/dT. Differentiating (2.3a), one finds 

d dx 
vU= dT(xu) =c dT =V' u+v Au. 

Introducing the abbreviation y -= v . u = cdt/ d T and defining 
the relative velocity v by . 

dx dTdx vAu v-=- =-- =c--
dt dt dT v·u' 

(2. 5a) 

one obtains 

vu=y(1 +v/c) =L2, (2.5b) 

where L is the spinor introduced in (1. 18) to describe 
the boost of u into v. Since both v and u are unit vectors, 
one obtains from (2. 5b) 

1 = v2 = (vu)(uv) = y(1 +v/c)y(l- vic) = i(l- V
2
/C

2
). 

Hence 

y-=v. u=c~~ = (1- v2/c2rll2. (2. 5c) 

Any proper bivector which can be expressed as the 
outer product a Au of an observer u with some vector a 
may be called a relative vector (relative to u of course) 
and denoted by a letter in boldface type, as in (2. 3c) 
and (2. 5a). It is not difficult to show that the set of all 
relative vectors is a three-dimensional linear space, so 
that relative position vectors of the form (2. 3c) may 
serve as labels for (or, indeed, as a definition of) the 
three-dimensional "physical space" of the observer u. 
The adjective "relative" serves to distinguish "relative 
vectors" from "proper vectors" and to emphasize that 
they describe a particular relation to an observer, but 
it may be omitted when understood from the context or 
the use of boldface type. Any proper vector can be re­
expressed as an equivalent sum of a relative scalar and 
a relative vector by multiplying it by u, as has already 
been shown, for example, by (2.3a) and (2. 5b). In this -
way a proper description of physical events can be 
reformulated as a relative description of events. Sever­
al more important examples will be given to show how 
easily this is accomplished with spacetime algebra. 

Let p be the proper momentum (i. e., the energy­
momentum vector) of a particle. Multiplying by u, one 
obtains from p the energy (or relative mass) E and the 
relative momentum p; thus 

pu = p . u + p Au = E + cp, 

E-=P·u, 

p-= c-1p A u. 

(2.6a) 

(2.6b) 

(2.6c) 

For "physical particles" the proper (or rest) mass m is 
defined by the equation p2 = m2c4 ~ O. The relation of 
proper mass to energy and relative momemtum can be 
obtained from (2. 6a); thus 

p2 = (pu)(up) = (E + cp)(E - cp) = E2 - C2p2 = m2c4• (2.7) 

For material particles m *' 0, and if the momentum is 
related to the velocity by the equation 

p = mc 2v, 

one has, from (2. 6c), the famous expressions 

E = mc2y = mc2(1 _ v2/ c 2r 1l2 , 

(2.8a) 

(2.8b) 
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(2.8c) 

Like the geometric product of proper vectors in (1. 2) 
the geometric product of relative vectors a and b can be 
decomposed into an inner product a· b and an outer 
product a A b; thus 

ab=a·b+aAb, 

a' b= t(ab + ba), 

a Ab=t[a, bl=iaxb. 

(2.9a) 

(2.9b) 

(2.9c) 

Equation (2. 9c) expresses the relative bivector a A b as 
the dual of a relative vector aXb, the i being the unit 
pseudoscalar already introduced in (1. 8) and (1. 9). The 
right side of (2. 9c) can be regarded as a definition of 
the vector cross product aXb. For further discussion 
of this relation see Refs. 3 and 1. 

By multiplication and addition the relative vectors 
generate an algebra which is, in fact, exactly the even 
subalgebra of the complete spacetime algebra. Indeed, 
any element E of the even subalgebra can be written in 
the form 

where 

(Elo = [Elo, 

(Eh = [Eli + (Eb 

(El4 = (Els. 

(2. lOa) 

(2. lOb) 

(2. 10c) 

(2.10d) 

As in (1.10), [El~ indicates the proper k-vector part of 
E. Similarly, [Elt indicates the relative k-vector part. 
Of the three relations (2. 10b)- (2. 10d), (2. lOc) is of the 
most interest here. It says that any proper bivector can 
be expressed as the sum of a relative vector and a rel­
ative bivector. To see how this decomposition can be 
carried out, consider the proper bivector F represent­
ing the electromagnetic field at some spacetime point. 
Note that, by (1. 4), 

F=Fu 2 = (F·u+FAu)u, 

so 

F= E+iB, 

where 

E=F· uu = (F.u)A U= (Fh, 

iB=FA uU= (FA u) 'U= (Fl2• 

(2. 11 a) 

(2.11b) 

(2. 11c) 

The relative vector E is the electric field according to 
the observer u. The wedge in (2.11b) can be included or . 
omitted as desired; this follows from (1. 2a), since 
F· u is a proper vector which is orthonal to u, as shown 
by (F· u). u = F· (u Au) = (Fu Aulo = O. Similarly, by 
(1. 7a) the dot in (2.11c) can be omitted or included at 
will because (F A u) Au = FA (u A u) = O. To justify the 
notation B indicating a relative vector in (2. 11c), note 
that 

B=-iF uu=(-iF).uu=[(-iF)·ull\u, (2. 12) 

showing that the "proper expression" for B has the 
same form as the one for E if only the electromagnetic 
field F is replaced by its dual - iF, which is also a 
proper bivector. The relative vector B is the magnetic 
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field according to the observer u. 

In "proper notation" the classical equation of motion 
for a "test particle" with charge e and mass m takes 
the form 

(2.13) 

with all symbols being defined as before, and, of 
course, F=F(x(T}}. To reexpress (2.13) in "relative 
notation," it is helpful to note that 

Ft =uFu = - uFu = E - iB. (2. 14) 

So, with the help of (1. 4a), (2. 5b), (2. 11), and (2. 9), 

(F 0 v)u = t(Fv - vF)u = t(Fvu +uvF") 

=yt(E(l +v/c) + (1 +v/c)E) +yWB, (1 +v/c)l 

=y(E·v/c+E+iBAv/cl. (2.15) 

But (2. 13) gives 

So 

and 

pu= :T(PU) = ~ :t (E+cp) =e(F. v)u. 

l' dE Cy-P'u= - =eE·v 
dt 

(2. 16a) 

(2. 16b) 

the usual relative vector form for the Lorentz force. 

Obviously the decomposition (2.11) of the electromag­
netic field F into electric and magnetic fields depends on 
the observer. The observer need not be inertial. Thus, 
the proper velocity v = v( T) of a particle in arbitrary 
motion determines and instantaneous rest frame of the 
particle in which the electric field is 

Ev = F· vv = (F. v) 1\ v 

and the magnetic field Bv is given by 

iBv=F'vv= (F/\v) ·V, 

so that 

(2.17a) 

(2. 17b) 

F= Ev+iBv. (2. 17c) 

The subscript v indicates the rest system. Some such 
notation is necessary when relative vectors in more 
than one rest system are considered. The relative ac­
celeration of the particle itself in its own inertial sys­
tem is 

Multiplying (2.13) by v and using (2.26) along with 
(2. 17a) and (2. 18), one finds 

(2.18) 

(2, 19) 

which says that a charge at (relative) rest is accelerated 
by an electric but not a magnetic field. Indeed, it is by 
(2.19) that an electric field is defined in the first place. 

Now, as one more example and for later use, the 
proper velocity v will be expressed in relative form. 
From (2. 5b), 

1m= :T(vU)=Y(l+V/C)+Yv/c. (2.20) 
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Now 

v= dv = dt dv =c-1ya 
dT dT dt 

where 

dv 
a=­

dt 
(2.21) 

is the relative acceleration of the particle. The quantity 
.y can be related to a by direct differentiation of (2. 5c), 
but it is easier and more instructive to use (2.2), For 
this reason, consider 

vv = (vu)(uv) = [Hl + v/c)+ yV/c ]1'(1- v/c) 

= Y[Y(1- V2/C2) +C-1"v(1- v/c)], 

The scalar part v· v = 0 = Y[Y(1- v2/c)- c-1"v, v/c], so, 
recalling (2. 5c), one finds 

• -2 3' -3. A ' d
2t 

I' = c I' v • v = Cy v· a = v • a = c dt2 ' (2,22) 

The bivector part is simply 

vv=v /\.V =c-1y(V- c-1v /\.v) = cm2y(a+ c-1ivxa). (2.23) 

Substitution of (2.22) into the proper bivector part of 
(2.20) yields 

v/\. u = c-1(yV + W) = c-2y(a + C·2y-2V· av). 

But a more helpful expression can be obtained from 
(2.23); thus, 

vu = (vv) (vu) = c-2Y(a +c-1v /\.a)y(l +c-1v), 

the proper bivector part of which is 

v /\.u = c-2y4[a +c-2(v /\.a)v] = c·2y4[a +c-2v x (v xa)]. 

(2.24) 

3. THE COVARIANT POINT OF VIEW 

Before continuing the proper description of mechanics, 
a brief discussion of its relation to more conventional 
formulations may be helpful, 

Given an orthonormal frame {y,,}, the coefficients 
g "II of the metric tensor (relative to that frame) are 
determined by the equation 

(3,1) 

This equation will appear familiar to anyone acquainted 
with the Dirac matrix algebra. Indeed, the spacetime 
algebra used here is algebraically isomorphic to the 
algebra generated by the Dirac matrices over the real 
numbers (a subalgebra of the full Dirac algebra over 
the complex numbers), It is important to understand the 
differences between these algebras. The 1'" in (3.1) are 
regarded as vectors, whereas the corresponding Dirac 
matrices are ordinarily related to vectors only indirect­
ly with the help of spinors. The Dirac matrices are 
hardly used except in connection with spin-~ particles, 
so one gets the impression that the Dirac algebra mere­
ly describes some property of spin. On the contrary, 
(3.1) is here a direct expression of the metric of 
spacetime as a rule for multiplying vectors, from 
which it follows that the full spacetime algebra direct­
ly expresses basic geometrical properties of space­
time. It is as applicable to any classical theory as it is 
to the quantum theory of spin-~ particles. The fact that 
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the 1'" can be represented by 4 x4 matrices is irrelevent 
to any geometrical or physical application of space­
time algebra. Indeed, matrices introduce unnecessary 
mathematical complications and obscure interpretations 
even in the' Dirac electron theory 0 This has been estab­
lished in Refs. 4 and 5 and will be discussed more fully 
in a forthcoming paper. 

With u = Yo being the proper velocity of an inertial ob­
server, the relative vectors 

(3.2) 

compose a basis for the space of all relative vectors. 
The u, can be represented by the 2 x2 Pauli matrices, 
from which it follows that the even subalgebra of the 
spacetime algebra is isomorphic to the Pauli matrix 
algebra. But again, matrices are of negative value. For 
example, from (3.2) one obtains 

(3.3) 

where i is the unit pseudoscalar, a fundamental geomet­
rical quantity; on the other hand, no geometrical signifi­
cance is ordinarily attributed to the corresponding 
matrix equation. Moreover, the simple relations (3.2) 
and (3.3) between the 1'" and the u, do not obtain if the 
1'" are to be represented by 4 X4 matrices while the 
u, are represented by 2 x 2 matrices. For purposes of 
comparison with matrix representations of the Lorentz 
group, it should be noted that (3. 2) enables one to write 
A=a~y"YoYoY"=a~+(a~+a~)u,+a;u,uJ in (1.16). So (1.16) 
can be represented as a 2 x2 matrix, which the work of 
MacFarlane6 shows immediately to be the representa­
tion of a Lorentz transformation in SL 2(C). 

To transcribe proper equations into covariant tensor 
form, it is necessary to introduce a set of coordinates 
1x" =x"(x); JJ. =0,1,2, 3}. It suffices to consider a set of 
"Cartesian coordinates, ., which can always be written in 
the form 

x"=x"(x)=x'y", (3.4a) 

where {y"} is an orthonormal frame of constant vectors 
with reciprocal frame {Y"}. Equation (3.4a) expresses 
the coordinates as a function of the point x. The inverse 
function expressing the point x as a function of the co­
ordinates {x"} is 

x =x(xO,xl,x2,x3) =x"y". 

One readily verifies that 

ox"=y", 

o"x=y", 

where 

° 0" '" ox" =1'".0 and 0=1'''0". 

(3.4b) 

(3.5a) 

(3. 5b) 

(3.5c) 

Indeed, the relations of the form (3. 5a, b, c) are com­
pletely general, obtaining for any set of coordinates. 

As an example, the classical "Lorentz equation" 
(2.13) will be put in covariant form. The components 
of the velocity are 

v" =V' 1''' and v" =V' 1'". 

Since the 1''' are constant, 
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• d dv lL 
V. ylL = - (v. ylL) = _ 

d1' d1' • 

The tensor components of the electromagnetic field F 
are 

r~=ylL. F. y~ =F. (y~ I\. ylL) = _ F~IL, 

and the expression for F in terms of the p~ is 

F= iFILVYIL I\.y~. 

So, with the help of (1. 5), 

F· v = iFIL~(YIL I\.y~) . v = iP~(YlLvv - vlLYv) = FIL~YlLvv, 
ylL • F. v = FILVV~. 

Thus, if (2.13) is "dotted" with ylL, it can be given the 
familiar covariant tensor form 

dv lL 
mc2- =eFlLvv d1' V· 

(3.6) 

The covariant equation (3. 6) describes the motion of 
a "test charge" relative to an arbitrarily chosen set of 
(Cartesian) coordinates. In contrast, the proper equa­
tion (2.13) is Simpler because it is formulated and, as 
will be shown in a subsequent paper, can be solved 
without reference to any set of scalar coordinates. 

It is a simple matter to reexpress any covariant ten­
sor equation in proper form. But the converse is not 
true; for example, the important spinor representation 
(1. 13) of a Lorentz rotation has no simple tensor form, 
nor, of course, does the Dirac equation. Therefore, the 
spacetime algebra is"a more powerful mathematical 
tool than conventional tensor analysis. 

4. PROPER KINEMATICS OF A RIGID POINT 
PARTICLE 

As before, let v and v be, respectively, the proper 
velocity and the proper acceleration of a material point 
particle. From the fact that v . v = 0, it follows that it is 
always possible to find a bivector valued function 0 
= O( 1') such that 

(4.1) 

Indeed, as shown by (2.17) and (2.11), 0 submits to the 
decomposition 

0= Civ +i(3v= VV +B, 

where 

Clv = 0 . vv = vv = v I\. v, 

ifJv=Ol\.vv= (0 I\.v)· v=B. 

Noting that 

B'v=O 

(4.2a) 

(4.2b) 

and using the identity (1. 5), one shows easily that (4.2a) 
satisfies (4. 1). So any choice of B in (4. 2a) will satisfy 
(4.1) provided only that B· v = 0. 

A coming frame of vectors elL = elL (1') (Il == 0,1,2,3) can 
be introduced by the equations 

elL ==RyJi with eo ==V ==x, (4.3a) 

where {YIL} is a fixed orthonormal frame of vectors, and 
R == R( 1') is a unimodular spinor, i. e. , 
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RR==l, (4.3b) 

with the equation of motion 

. dR 1 

R= d1' ="20R. (4.3c) 

Frequently, it is convenient to adopt the initial condition 

R(O)=l, or equivalently elL(O)==YIL, (4.4) 

but this will not be required in this section. 

Equation (4. 3a) is a Lorentz rotation of the frame 
{y J into the frame {e IL (1')} determined by the spinor 
R(1'). From (4. 3a, b) one shows easily that elL 'ev=YIL' Y~, 
so the elL are orthonormal. The quantity 0 is the angular 
velocity of the spinor-valued function R = R( 1'). Solving 
(4. 3c) for 0 and differentiating (4. 3b), one finds . ,..., ...:.. .,.., 

0== 2RR = - 2RR == - 2RR = - O. (4.5) 

Since R is an even multi vector , so is 0; more particu­
larly, by virtue of (1. 11), (4.5) implies that 0 is a 
bivector. 

By differentiating (4.3a) one can obtain, with the help 
of (4.5), a set of differential equations for the elL which 
is equivalent to the Single spinor equation (4. 3c); thus 

elL = RyJi + Ryjl 
1·"'" ,..., 1 ,..., ...e. 

= "2(2RR)RYILR + "2RYILR (2RR) , 

or 

(4.6) 

This displays 0 as the angular velocity of the comoving 
frame, and for Il = 0 it is seen to be identical to (4. 1). 

The arbitrariness in 0 which exists when (4.1) is 
considered alone obviously does not exist when the com­
plete equations (4.6) for a comoving frame are given. 
But this is worth proving by solving (4. 6) explicitly for 
O. Introducing the reciprocal frame {elL} defined by the 
equations 

elL.e~=ylL·yv=6~ (1l,1/=0,1,2,3), 

one can prove the identities 

(4.7) 

(4.8) 

(4.9) 

(sum over repeated indices). Identity (4.9) requires that 
o be a bivector. Multiplying (4.6) by elL and summing, 
one gets 

e elL=e l\.elL=(O·e )elL 
IL IL IL 

=i(0e 1L - elLO)e lL =i04. 

So 

(4. 10) 

Clearly, there are many comoving frames which can 
be associated with the history of a particle, since with 
only the conditions set down so far the history x = x( 1') 
itself determines only one of the elL' the velocity eo =V 
=x. A frame more intimately related to the history is 
easy to construct. Suppose the angular velocity 0 has 
the form 

(4.11) 
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where the Kj (i = 1, 2, 3) are scalar quantities. Substitu­
tion of (4.11) into (4.6) yields, with the help of identity 
(1. 5), 

eo=K1e l> 

e t = Kte o + K2e 2, 
(4.12) 

e 3 = - K3e2· 

These are the so-called Frenet-Serret equations for the 
particle history. It follows that the ith curvature K i of 
the history satisfies 

Kj=ej·ei-1=ej.n.ej_t=n.(ej_t/\ej). (4.13) 

The angular velocity n of the Frenet frame {e ,.} satisfy­
ing (4.12) is called the Darboux bivector, because it 
generalizes the Darboux vector of classical differential 
geometry. It is not difficult to show that the Frenet 
frame determines all the derivatives of x = x( T), and 
conversely, if none of the K j vanish the Frenet frame 
is uniquely determined by the derivatives of the history. 
One important feature of the formulation given here is 
that the single spinor equation (4. 3c) with n related to 
the elL by (4.11) may be easier to solve than the simul­
taneous set of equations (4. 12). 

In spite of the geometrical significance of Frenet 
frames, other choices of a comoving frame are more 
important physically. Every material particle has some 
structure, usually because it approximates some extend­
ed body. A comoving frame can be used as a basic 
description of such structure. In particular, the comov­
ing vectors e t , e2, e 3 may be used to specify a frame 
fixed in a rigid body (of negligible dimensions) moving 
with the particle; then n is the proper angular velocity 
of the rigid body and the spinor R completely describes 
any changes in orientation of the body. With this inter­
pretation Eqs. (4.3) will be said to describe a rigid 
(point) particle. The dynamics of a rigid particle can be 
described by relating n to the motion of other physical 
system. But to facilitate the analysis of dynamics, it is 
worthwhile first to study the general kinematics of 
comoving frames in more detail. 

The Lorentz rotation (4. 3a) can be decomposed into a 
spatial rotation and a boost in the manner described in 
section 1. Take u = Yo and write as before 

R = LU, (4.14) 

where L satisfies (1.18) and U satisfies (1. 19). By sub­
stituting (4.14) into (4.3c), an equation of motion for the 
spinor U can be obtained; thus 

to.. .. 1 

R=LU+LU=2nLU. 

So, since iL = 1, 

iJ=~wu, 

where 

w=LnL- 2i1. 

(4. 15a) 

(4. 15b) 

The angular velocity w can be separated into two parts 

W= WT+W L ' 

where 

wT==LiJVL - 2ii, 
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(4. 16c) 

To prove this, note that since v = RuR = Lui, 

i(n· v + n /\v)L = invL =inLu = (inL) . u + (inL) /\u. 

Since a Lorentz rotation does not mix multivectors of 
different degree, one gets by separately equating vector 
and trivector parts 

in.vL=(inL)·u and in/\vL = (inL)/\v, 

which on multiplication by u gives, as in (2.11), 

in· vvL = (inL) ·uU= [inLlt (4. 17a) 

and 

in /\vvL = (iOL)/\ uU= [£OL]2 (4. 17b) 

Recalling (4.2), one obtains (4.16) immediately by using 
(4. 17a, b) in (4. 15b). 

The rigid frame {ej = RyjR; i = 1, 2, 3} describes the 
orientation of a rigid body in the instantaneous rest 
system of the particle. The rigid frame 

- -LejL=UyjU 

provides an equivalent description of the rigid body in 
the inertial system U obtained by a (de)-boost from v. 
Alternatively, in the inertial system it is convenient to 
use the frame of relative vectors 

_ t --ej=UujU =UyjUy=Le.vL (4.18) 

where, as before, (J. = Y IYO and Ut == yoUyo. Differentiat­
ing (4.18) and using (4. 15a) as well as U t U = 1, one 
finds the equation of motion for the el; 

· . e. =w· ej = WT· el+wL • e •. (4.19) 

These equations describe a precession of the rigid body 
which according to (4.16) can be separated into two 
parts, the Thomas precession with angular velocity W T 

which is due to the acceleration of the particle, and the 
(generalized) Larmor precession with angular velocity 
W L of a nonacc elerated body. 

The Thomas precession can be expressed in terms of 
u, v, and v. Introducing the symbol w for the angular 
velocity of the boost, one has 

• 1 ...:. 
L=2WL or w=2LL=-2LL. (4.20) 

Differentiating L2 = vu, 

· dL2
• • 1 1 - 2 

VU= dT =LL+LL=2(wL2+LwL)=2(W+LwL)L, 

then dividing by tu and using Lv = ui, one gets 

2v=wv+LwuL. (4.21) 

Now since L is a function of u and v only, the bivector 
w is a function of the vectors u, v, and v only; hence the 
trivector w u must be proportional to v v u. It 
follows, then, from (1. 18) that Lw ui = w u. So the 
trivector part of (4.21) yields the equation 

w /\(v +u) = O. (4.22) 

This can be solved for w by dotting with v and using 
(1. 8), thus 

[w /\(v +u)]· v =w(v +u)· v - (w· v) /\(u +v) = 0, 
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and since 11 = w • v, which is easily established by dif­
ferentiating v = RuR = Lui, one obtains 

w=2iL= vA(v+u) = vv+vAu • 
v·(v+u) l+v·u 

(4.23) 

Now fr.om the vector part of (4.21) one finds, again 
using v = w • v, 

(4.24) 

from which one easily obtains the following expression 
for the relative vector part of w 

[w]1 = (w' u)u = LvvL. (4.25) 

This result can also be obtained directly from (4. 16b) 
by using the fact that wT= (wTb which can be proved 
from (4. 15a) and (4. 16c). 

From (4.23) and (4.25) one obtains an expression for 
the relative bivector part of w: 

(vAv Au)u . - -. 
[w]2=(wAu)u= 1 =2LL-LvvL. 

+v'U 
(4.26) 

This is, in fact, identical to the Thomas expression 
(4. 16b). To show this, recall from (1. 18b) that i =uLuj 
so, by (4.20), _. . ~ 

2LL =u(2LuL) =u(2LL)u= - uwu = [wJt - [wb 

the last step being the same as in (2.14). 

To sum up, the Thomas angular velocity W T can be 
written in the several different forms: 

= [iJv 12 = y3 iv Xa 
l+v'u c3(1+y) , (4.27) 

the last expression as a relative bivector being obtained 
directly from (2. 23)j it is identical to that obtained by 
Thomas7 and again by Bacry8 in a review of Thomas' 
work. 

The problem remains to express the Larmor bivector 
W L in terms of relative vectors. First express 0 in 
"relative form" 

0= Ct+itJ, 

Ct = O· uu, 

i{J= OAuu. 

Then, write 0 in the form 

where 

v=vAul/vAu/ =vl/v/ 

is the unit relative velocity of the particle, and 

011 =t(Ov +vO)v= all +if3I1' 

O.L=t[o, v]v= Ct.L+i/3.L' 

with 

a.L=HCt, v]v= a A \TV = - (a xv) xv, 

(4. 28a) 

(4. 28b) 

(4. 28c) 

(4. 29a) 

(4. 29b) 

(4. 29c) 

(4.30a) 

(4.30b) 

and similar relations for f3. The significance of (4. 29) 
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lies in the fact that 011 commutes with v while 0.L anti­
commutes with v, and since the bivector part of L is 
proportional to V, one has the relations 

LOIIL = iLOIl = 0[" 
- -2 2 L0.LL=L O.L=O.LL. 

Hence, using L2 = vu = y(l + c·1v), one gets 

- 2 LOL=OIl+°.LL 

= 0+ (y -1)0.L +c·1yO.LV. 

Now (4.30a) shows that l3.Lv= 13 Av=iI3 Xv, so 

0.LV = Ct Av+i{J Av = - /Jxv+ia xv. 

(4. 31a) 

(4. 31b) 

(4.32) 

(4.33) 

Decomposing (4.30) into relative vector and bivector 
parts, one gets 

iOL = Ct + (y -l)Ct.L - c·1y/Jxv 

(4.34) 

The relative bivector part of (4.34) gives the desired 
expreSSion for the Larmor bivector: 

WL = [iOL 12 =i(l3+ (y- 1)/J.L +c·1ya xv) 

=i ~- (~~Y;) (f3xv) Xv +c·1yCt xv). (4.35) 

The Thomas bivector can also be expressed in terms 
of Ct and 13. Replacing F by 0 in (2.15), one finds 

vv = (0· v)v = (0' vu)uv 

= y(c·1 Ct • V + Ct + c·1v x f3)y(l - c·1v) 

= y2(Ct +c·2Ct· vv +c·1v xf3) 

+ iy2(C·1VX Ct + e·2(f3xv) xv). 

USing this in (4.27), one obtains 

(4.36) 

~ il iy2 
wT=l = 2(1 ) (f3 xv)xv+-(l )VXCt. (4.37) +V· u c +y c +y 

Finally, adding (4.35) and (4.37) one gets for the total 
angular velocity 

W=WT+WL=i(f3+~ CtXV)=-iW, (4.38) 

and substituting this into (4.19), one gets for the equa­
tions of motion of the rigid body in the inertial system 

e, = W • e, = - iw A e, = W x ej 

=--= -f3+--'--vXCt Xej. y de, ( 'V) 
edt c(l+y) 

(4.39) 

This result agrees with Thomas, 7 though it may be 
more general than he realized. It applies to any motion 
whatever of a rigid point particle. All dynamics lie in 
the speCification of Ct and f3, or equivalently of O. 

The precession of a rigid body can be described 
either by equations (4.6) or by (4.37) (or better by their 
corresponding spinor equations). Failure to distinguish 
between these two different modes of description can 
cause confusion. The former describes the precession 
in the instantaneous rest frame of the rigid body, while 
the latter describes an equivalent motion of a rigid body 
in some arbitrarily chosen inertial frame. It is worth­
while to work out the relation of the (actual) axes ej of 
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the body in the instantaneous rest frame to the equiv­
alent axes ej in the inertial frame. Using (4.18) and the 
decomposition (4.30) with a replaced by ej, one finds 

eju =ejvvu= LeJ.L2 =LejL 

=L2e~+et 

=y(l- c·lv)e~+ej - e~ 

= c·1ej· v + ej + (y - l)ej' VV. 

Hence, 

ej' u=c·1yv· ej, 

and the relative vector part is 

(4.40a) 

(y-l) y2 
ej Au=ej+--2- e j'vv=ej+ 2( 1) ej·vv. (4.40b) v c y+ 
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APPENDIX: ERRATA TO REFERENCE 1 
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Since this paper elaborates certain parts of Ref. I, it is ap­
propriate to include here the following list of errata to that 
monograph: The last line of Eq. (3.12) should read 

+ (-l)S-T(a jA ••• Aar)' (bs_r+jA ••• Abs )b j Ab2A ••• Abs-r' 

Delete the last minus sign on the right-hand side of Eq. (6.16). 
Equation (19.22) should read 

E' + fBI = E". +j1(EL +v xB) + i[B" + j1(BL - v xE»). 

Equation (20.2) should read yi 'Yj = oil' Insert a facto~ of ! on 
the right-hand sides of Eq. (21. 5) and (21. 20) and in front of 
R" ",au in Eq. (21. 7). Delete the explicit factors of ! from Eq. 
(21. 10). Dispense with the pseudoscalar part of (22.3) and de­
lete Eq. (22. 5b). Equation (23.15) should read Ci}k = - Cik}' 

Equation (24.14) should read C ;,ykCk• The sentence following 
Eq. (A 7) should read ''where the signature s is the maximum 
number of linearly independent vectors .... " Replace the sub­
script i in (A12) by 1. Six lines after Eq. (B1) , the sentence 
should begin ''If T'" 0, .... " 



                                                                                                                                    

Proper dynamics of a rigid point particle 
David Hestenes 
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A spinor formulation of the classical Lorentz force is given which describes the precession of an 
electron's spin as well as its velocity. Solutions are worked out applicable to an electron in a 
uniform field, a plane wave, and a Coulomb field. 

INTRODUCTION 

Every evidence indicates that the Dirac theory pro­
vides an optimal description of electron motion, but for 
many purposes it is unnecessarily complex. The classi­
cal model of an electron as a point charge is sometimes 
adeqUate, but of course it gives no account of electron 
spin. The minimal generalization of the classical model 
is obtained simply by expressing the Lorentz force as a 
spinor equation. The main objective of this paper is to 
study the solutions of this equation in some detail. 

This approach has several advantages. As will be 
demonstrated, it provides a new and (it seems) simpler 
way of integrating the classical Lorentz force and ex­
preSSing the orbit as a parametrized algebraic equation. 
Besides providing new insights into old results, the 
spinor solution describes the precession of electron spin 
with the same accuracy as it determines the orbit. The 
claSSical spinor equations are closely related in form to 
the Dirac equation. This narrows the gap between classi­
cal and quantum mechanical formulations of electron mo­
tion and hopefully will help clarify the relations between 
them. 

Since the description of electron motion given here 
would be impossible without the mathematical apparatus 
developed in Ref. 1, familiarity with the notations and 
results given therein is presumed. 

Section 1 shows how classical electrodynamics can be 
used to derive a spinor equation of motion for a localized 
charge distribution. As a important special case, the 
BMT equation is derived and shown to be already in the 
work of Thomas in a different form. The spinor formula­
tion of the Lorentz force is given and it's applicability 
to a description of the electron is discussed. 

In Secs. 2, 3, and 4 the spinor Lorentz force is inte­
grated to describe the motion of a charge in a uniform 
field, in a plane wave and in a Coulomb field. The prob­
lems are worked out in considerable detail to illustrate 
fully the efficiency of spacetime algebra in practical 
computations. Though the spinor solutions for uniform 
and plane wave fields have been found previously by 
other authors, the treatment here is unique in many 
details. I believe the spinor solution for the Coulomb 
field is published here for the first time. 

1. PROPER DYNAMICS 

In Sec. 4 of Ref. 1 the kinematics of a rigid point 
particle were expressed in terms of its proper angular 
velocity O. Beforethe equations of motion can be solved, 
dynamical assumptions must be made to express 0 as a 
definite function of the proper time T. These depend on 
the nature of the particle. As an example of great im-

portance, typical assumptions of classical electrody­
namics will be put into proper form here and related to 
a model of the electron. 

The classical force on a localized charge distribution 
at rest is, after a multipole expansion, 

f=eE+p· VE+VIL' B+· ... (1.1) 

Assume now that the charge distribution can be re­
garded as a particle (of zero extent) with total electric 
change e, intrinsic electric dipole moment p, intrinsic 
magnetic dipole moment 10', and that the higher multi­
pole moments vanish or are negligible. Assume also 
that (1.1) is an expreSSion for the relative force f on the 
particle in its instantaneous rest frame, more specifi­
cally, that 

f = Il\.v = mc2vv = Iv. (1.2) 

For vanishing p and 10', then, (1.1) and (1. 2) reduce to 
the Lorentz force as already shown in (I. 2.19). There­
fore, it is only necessary to express the last two terms 
in proper form. 

Define now the proper moment bivector M of the parti­
cle by the equations 

M=-p+ilL, 

-p=M· vv, 

ilL = M I\. vv . 

(1. 3a) 

(1. 3b) 

(1. 3c) 

In the instantaneous rest system F = E + iB where E 
= F· vv and iB = F I\. vv; so, for instance, 

M· F= - p. E - 10' • B, (1.4) 

which is the familiar classical expression for the energy 
of electric and magnetic dipoles. The second term of 
(1. 4) by itself can be written 

10' • B = - [(M I\. v) • v] • F - (M /\. v) • (v /\. F). (1. 5) 

The formulas used in (1. 5) to rearrange the inner and 
outer products are established in Refs. 2 and 3. The 
proper form for V in (1.1) is v 0, so 

p·V=-«M.v)/\'v) ·(vl\.o)=-M·(v/\.o). (1.6) 

Substituting the proper expressions in (1. 1), one gets 

f= I I\. v = eF ·vv - M· (v 1\.0)F. vv - v 1\.0(M I\. v) • (v I\. F) 

(1. 7) 

and substituting this in (1. 2) and dividing by v one ob­
tains finally 

mc2v = 1= [eF - M· (v I\. o)F - v I\.O(M /\ v) • (v AF)] • v. 

(1. 8) 

The form of this equation suggests taking the term in 
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brackets to be n, but as (I. 4.2) shows, an expression for 
v determines only part of n, so additional dynamical 
assumptions are required. 

In order to get equations describing the motion of an 
electron, assume that p = 0, or equivalently, 

v·M=O. (1. 9) 

With this condition (1. 5) can be replaced by the simpler 
relation 

jJ. ·B=-M·F. (1. 10) 

Next assume that M has constant magnitude and is pro­
portional to the spin (intrinsic angular momentum) bi­
vector S, that is, 

M=c"?lS, where A=ge/2mc2
, (1.11) 

the constant g being the usual gyromagnetic ratio. The 
relation (1. 11) obtains if the magnetic moment arises 
from a circulating charge distribution. If the distribu­
tion has a constant ratio of charge to mass density, it is 
easy to show that g= 1, in disagreement with the value 
g= 2 which obtains for an electron. However, other 
assumptions about the structure of the particle will give 
almost any desired value for g. 

From (1. 9) and (1. 11) it follows that 

v ·S=O. (1. 12) 

There exists a unique proper vector s called the spin 
vector such that 

S=isv=isl\v. (1. 13a) 

This can be proved simply by solving for s; thus 

s=-iSv=iSl\v. (1. 13b) 

It follows from this that s . v = O. The spin can now be 
related to the kinematical equations (I. 4. 3) for a rigid 
point particle by writing 

s=\s\e3 • (1.14) 

But to get a definite functional form for the equations, 
classical dynamical considerations are helpful, at least 
as a guide. 

For a magnetic dipole at rest in a magnetic field the 
classical theory gives the famous equation for the 
Larmor precession of the spin, 

(1. 15) 

More generally, the classical theory adds a term pro­
portional to V x E to the right side of (1. 15), but, follow­
ing Thomas, this can be neglected in the first approxi­
mation. To put (5.15) in proper form in accordance with 
the preceding assumptions, write 

s=sv=sl\v, 

jJ.= CAS= cAsv, 

iB=B=(FAv)v. 

(1. 16a) 

(1. 16b) 

(1. 17) 

Also, it is necessary to take account of the fact that 
(1. 15) was derived for an inertial frame rather than an 
instantaneous rest frame. This can be done by inter­
preting the left side of (1. 15) as a special case of cS A v 
[just as was done for the acceleration in (I. 2.19)], 
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rather than as cd(sv)/dT, which can be shown to be 
inconsistent with the condition s 'v = O. After noting that 

jJ.xB=- t[jJ.,iB]=-HiB, jJ.], 

(1.15) can be put in the form 

cS Av = cA-HB, sv]= cAt[B, s]v= cAB 'sv. 

Multiplying by v and using 

(s Av)v= (sA v) 'v= s - ($ 'v)v 

=s+(v ·s)v=s-Cuv) ·s, 

which is a consequence of s . v = 0, one obtains the equa­
tion of motion for s: 

s = AB· s - (v' s)s = (vv + AB) . s (1. 18a) 

This is the so-called Bargmann-Michel-Telegdi 
(BMT) equation. 4 Since derivatives of the field were 
neglected in the derivation of (1. 18a), the same assump­
tion must be made in the corresponding equation for v. 
Hence, in (1. 18a) 

(1. 18b) 

While equations (1. 18a, b) hold rigorously only for a 
homogeneous (i. e., constant in time and uniform in 
space) field F, they may serve as a useful approxima­
tion under other conditions. Indeed, Thomas used them 
in a different form to calculate the spin precession of an 
electron in an atom. 

According to (1.14), (1. 18a) is an equation for the unit 
spacelike vector e3 • Comparison with Eqs. (1.4.2a), 
(1.4.3), and (1.4.6) suggests that Eqs. (1. 18a, b) be 
interpreted as equations of motion for a rigid point 
particle with angular velocity 

=~[F+(g/2-1)B]. 
mc 

(1. 19) 

For an electron, according to atomic theory, g= 2, in 
which case (1. 19) reduces to the strikingly simple form 

e 
n=~F=AF mc 

and the spinor equation for an electron is 

• 1 e 
R="2nR = 2mcaFR . 

(1. 20a) 

(1. 20b) 

Of course, the argument leading up to (1.20) can in no 
sense be regarded as a derivation from any consistent 
classical model of the electron as a spinning charge dis­
tribution. However, an equation exactly of the form 
(1. 20b) has been derived as an approximation of the 
Dirac equation [Eq. (6.17) of Ref. 5], though the signi­
ficance of the approximation is not entirely clear. 
Therefore, it is interesting that (1.20) can be tested 
directly by experiments on the spin precession of elec­
trons moving through a constant field, 6 and that the 
anomolous magnetic moment of the electron can be 
evaluated by using (1. 19). 

Equation (1. 18a) describes the spin precession in the 
instantaneous rest frame of the particle. The equivalent 



                                                                                                                                    

1780 David Hestenes: Proper dynamics 

equation describing spin precession in an inertial frame 
can be obtained directly by expressing the proper 
angular velocity given by (1. 19) in relative form and 
using Eq. (I. 4. 45); write 

~2= OI+i~=~F+(Y-~\B, me me:} 

F=E+iB, 

and, with the help of (I. 4. 34), 

B = F - F • vv = (1 - y) E - y( e-2E • vv + e-1v X E) 

+ i{B - y(c-1V X E + c-2(BXv) Xv)}. 

From these equations, expressions for a and ~ can be 
read off directly, which, on substitution into (I. 4. 36) 
and some rearrangement of terms, yields 

w=-[~+yfA_~\lB_(~ (y )_ AY\xE 
mc ~ mCIJ mc c y+ 1 l} 

(1. 21a) 

- e2(1~ '1') ("m:2 -1B ' vv. 

So the equation for the spin 0'= Is le3 in the inertial sys­
tem is, by (I. 4.39), 

Y dr:1 
0'=- -=w X r:1. 

c dt 
(1. 21b) 

This is exactly the result obtained by Thomas [Ref. 7, 
his Eq. (4.121)], and proves directly its equivalence to 
the BMT equation (1. lSa) 

Equations equivalent to (1. 20b) have been discussed by 
other authors. 4,8,9 However, the form (1. 20b) is easier 
to handle than other forms because it is supported by 
the spacetime algebra. Equation (1. 20b) describes 
precession of both electron spin and velocity with the 
same degree of accuracy that the Lorentz force de­
scribes electron motion. Even apart from equations of 
spin, it is sometimes easier to solve than the Lorentz 
equation. For these reasons, Eq. (1. 20b) is important 
enough to be given a name and its basic solutions will be 
thoroughly studied in the following sections. 

No attempt will be made here to generalize (1. 20) to 
get a more precise description of the electron, since, 
short of the full Dirac equation, the best procedure is 
unclear. Equation (1. 20) can be used in connection 
with quantum theory by taking the spin to be the quantum 
mechanical polarization vector. It will be referred to as 
"the spinor Lorentz jorce" or as "the equation of motion 
for a rigid test charge"; the adj ective "test" serves to 
indicate that radiation of the charge is not taken into 
account, while the adjective "rigid" indicates that a 
complete co moving frame is described. Of course, the 
"rigid test charge" is most important as a model of the 
electron if the charge e is negative or a positron if e is 
positive. 

2. RIGID TEST CHARGE IN A HOMOGENEOUS 
FIELD 

The spinor equation of motion R = tOR for a rigid 
point particle with constant proper angular velocity 0 
integrates immediately to 

., 1 
R = exp(O'T/2) = 7. ,(to'T)", 

~n. 
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where the initial condition R(O) = 1 has been adopted. 
With the dynamical assumption 

(2.2) 

the spinor (2.1) describes the motion of are rigid test 
charge in a homogeneous electromagnetic field F. In 
part;icular, it describes the precession of the velocity 
and spin of an electron. Thus, the electron velocity v 
=v('T) and spin s=s('T) are given explicitly by 

v = RVoR = exp(FA'T/2)vo exp(FA'T/2), 

s =RsoR= exp(FA'T/2)so exp(FA'T/2). 

(2.3a) 

(2.3b) 

The history of the electron can be obtained by integra­
tion from (2. 3a). To do this, it is convenient to assume 
that F is nonnull. The alternative case of a homogeneous 
null field has little practical significance; in any event 
it can be treated separately if necessary. 

Since F is assumed to be nonnull, in accordance with 
(I. 1. 3), it is subj ect to the canonical decomposition into 
orthogonal blades: 

F= OIj+ ~ij= jz, 

where 01 and ~ are scalars, 

z = 01 + i~ with 01:;' 0, 

and j is a simple unit timelike vector, that is, 

j2= 1 and (f]2=j. 

Substituting (2.4a) into (2.1), R can be written 

R = exp(fOlA'T) exp(ij~A'T) = (coshOlA'T + jsinhOlA'T) 

x (COS{3A'T + ijsin~A'T). 

(2.4a) 

(2.4b) 

(2.4c) 

(2.5) 

Now using (2. 4c) and (I. 1. 4), the initial velocity Vo can 
be decomposed into a component Vo in thej-plane and a 
component Vo orthogonal to the j - plane; thus 

Vo =j2vo = vO" + Vo'!' 

where 

VOII =j(f. vol = i(vo - jvoj) = - ij(ij) /\ Vo, 

VoJ.= j(f /\ vol = i(vo + jvoj) == - ij(ij) • vo· 

From (2. 5b, c), one has 

jVoll= j. vo= - vOllj, 

jvol. = / /\ Vo = voJ./· 

Using this and recalling voi = - ivo, one finds 

VOII exp( - jOlA'T /2) exp(- ij{3A'T /2) == exp(fOlA'T /2) 

(2.6a) 

(2.6b) 

(2.6c) 

(2.7a) 

(2.7b) 

x exp(- i/{3A'T /2)voJl, 

(2. Sa) 

VOl. exp( - jOlA'T /2) exp( - ij~A'T /2) == exp( - jOlA'T /2) 

x exp(i/{3A'T /2)VOi . 

(2. Sb) 

So, substituting (2.5) in (2. 3a) and using (2. S), one 
obtains 

v = ~; = exp(fOlA'T)VOil + exp(i/{3A'T)VoJ.' (2.9) 

This can be integrated immediately to get the history 
x=x('T): 
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(exp(Ja~:r) - 1) I + (exp(iltlAT) - 1) (;F) 
X-Xo= aA ·VO {3A ZJ ·Vo· 

(2.10) 

This solution is valid even if a = 0 and/or (3 = 0, as is 
easily established by expressing the exponential as a 
power series. 

It is worth noting that, more generally, integration of 
the equations of motion can be carried out in essentially 
the same way as above when z is any function of T as 
long as I is constant. This situation obtains when one 
has fields with fixed direction but spacial and/or 
temporal variations in magnitude. 

The problem remains to reexpress the solutions (2.9) 
and (2. 10) in terms of relative vectors such as the elec­
tric and magnetic field strengths E and B, because these 
quantities have direct observational significance. To 
accomplish this, it is necessary to relate the decompo­
sition F = E + iB relative to a given observer u to the 
canonical decomposition (2.4) which is independent of 
any observer. The relation is a simple one in the case 
that 

11\ u == 0; 

then, 

j=E, a== lEI, 

aj = E, j3j = (3E= Bi 

all of which is equivalent to the condition 

EAB==O, 

(2. 11 a) 

(2.l1b) 

(2. 11 c) 

(2.11d) 

that is, E and B are parallel lields. This case is im­
portant enough in itself to work out before proceeding to 
the general case. Using (2.11b) in (1. 2.15), one can 
write down immediately 

IE.v A) 
l'voU= YO\7+ E, (2. 12a) 

(if) • VoU == !QiE 1\ vo::::12vox E, 
c c 

(2. 12b) 

where 

Yovo=vol\u and Yo=vo 'u=(1- v~/c2rl/2. (2.13) 

Using (2.6), one obtains from (2.12) 

VoIIU= 1(J,vo)u = Yo(E (E ~VQ) + 1)= Y~~+ 1), (2. 14a) 

. . Y A A Yo 
VO!u= - t/(il) • VoU =-;; EX(voXE) =CVO.l.' (2. 14b) 

Equation (2.9) can now be easily expressed as an equa­
tion in relative quantities by multiplying by u and using 
(2.14): 

The scalar part of (2.15) is the equation 

..r. == cosh( lEI AT) + E -va sinh( I E I AT). 
Yo C 

Writing 
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V=VIl+VJ. where VII=v·EE, 

one has from the vector part of (2. 16) 

VII == Yo sinh( I E I AT) + Vo • E cosh( I E I AT) E, 
C 
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(2. 17a) 

(2. 17b) 

YV.l.= exp(iBAT)YoVoJ.' (2. 17c) 

It will be noted that (2. 17) is simplified by expressing it 
in terms of the relative momentum p = mYV. Now multi­
plying (2.10) by u and using (2.12), one obtains 

(x - xo)u = (t - to) + (x- Xo) 

=~(exp(EAT) _ l)(E ~Vo + E)+~(exp(iBAT) _ 1)~ XB. 

(2.18) 
The scalar part of (2.18) gives the functional relation be­
tween the "laboratory time" t and the proper time T: 

t- to= ArEI ~inh( 1 EI AT) + E ;Vo [cosh( I E I AT) -1]). 
(2.19) 

The vector part of (2.18) is a parametric equation for 
the orbit x = x( T) : 

x-Xo=~ [cosh{IEIAT)_l]+E~VOSinh(IEIAT) E 

(2.20) 

If E, B '" 0, the orbit is a spiral with decreasing radius 
and increasing pitch as the charge loses energy to the 
field. 

Now returning to the general case, it is necessary to 
express a, (3, andl in terms of E and B. Squaring 
(2.4a), one has 

F2.==z2.= a2- {32+ 2ia(3= (E +iB)2= E2._ B2 + 2iE· B. 

Hence, 

a2 _ tl2 = E2_ B2, 

a~=E·B. 

Solving for a and 13, one gets 

_(IZ 12.+ E2._ B2)1/2 
a- 2 > 0, 

_ (I Z 1-2 _ E2 + B2)1 /2; 
(3-± 2 ' 

where 

I Z 12 == a2 + i3a = [(Ell _ Ba)a + 4(E. B)2]1 /2. 

and the sign of (3 is determined by the rule 

j3 ~ 0 if E· B ~ O. 

Equation (2. 4a) can be solved for I by 

l=z-lF= (~;Iif> (E + iB). 

(2. 21a) 

(2.21b) 

(2. 22a) 

(2. 22b) 

(2. 22c) 

(2. 22d) 

So, expressing I in terms of relative vectors e and b, 
one has 

I=e+zb, 

where 

(2. 23a) 
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e=(oE+ j3B)/lz 1
2, 

b = ( oB - j3E) / I z I a. 

(2. 23b) 

(2.23c) 

It is worth noting that, from (2. 4c) or from (2. 23b, c), 

f2=e2_b2=1, (2. 24a) 

e·b=O. (2. 24b) 

Now, using (2. 23a) in (I. 2. 15) one gets 

(e·v v Xb) 
f·vou= "YO\7+ e+--%- ' (2. 25a) 

. / b ·vo voxe) (if) 'VoU= 1'or-c--b+-c- . (2. 25b) 

And using (2. 26b, c) with (2. 25a, b), one gets 

~ 2 Vo e·vo b·vo 2VO ~ vo"u=1'o e --·(eXb) +e--+b---b -+exb, 
c c c c 

(2. 26a) 

(
2 Vo ( ) e.vo+bb.vo 2VO+ b) VO!u=-1'o b --. eXb +e-- ---e - eX . 

c c c c 

(2. 26b) 

Finally, using (2.6) and (2.7) and multiplying by u, (2.9) 
and (2. 10) can be put in the forms 

vu= 1'~ +~)= vO"u cosh( OAT) + f· vou sinh( OAT) 

(2.27) 

+ vo~u COS(j3AT) - (if) • vo sin(j3 AT) , 

/cosh( OAT) - 1) 
(x - xo)u= (t - to) + (x - Xo) = f· vou, OA 

+ sinh( OAT) + (;1') • (COS(f3AT) - 1) 
vO"u A zJ Vou, i'lA 

o I-' (2.28) 
- vo~u sin(j3AT). 

Substitution of (2.25) and (2.26) into (2.27) and (2.28) 
followed by separation into scalar and vector parts 
yields the complete solutions in relative form. The fact 
that the resulting relative formulas appear so much 
more complicated than the equivalent proper formulas 
(2.9) and (2. 10) merely shows that the relative. vectors 
E, B, and vo are a poor choice of parameters for the 
problem. 

Insight which leads to a better choice of relative vec­
tors as parameters can be gained as follows. A boost of 
u into 

w=WuW=W2u 

can be defined by requiring that W boost e == Ie I-le into 
f; that is 

f=e+ib=WeW==wae==eW2• (2.29) 

Solving for W2
, one finds 

wu== W2= fo= I e I + ibe== lei (1 + e:Zb) == 1'w(1 +w/c). 

(2.30a) 

Thus, with the help of (1. 23) 

w eXb 2ExB 
c=er== IzI2+E2+B2 (2.30b) 

and 
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Note that fw = eu == If· u I-If· u, hence 

f·w= If·ul-Y·u, 

and, more important, 

fAw==O. 
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(2.30c) 

(2.3la) 

(2.3lb) 

As noted earlier, the condition (2. 3lb) implies that the 
field F == f( 0 + ij3) will consist of parallel electric and 
magnetic fields relative to an observer with proper 
velocity w. For this reason, the corresponding relative 
vector w is called the relative drift velocity. It is im­
portant to realize that w == If· u 1-1f(f· u) does not de­
scribe an intrinsic property of the electromagnetic 
field; rather, it describes a relation of the observer u 
to the field F == fz • 

Now introduce an electromagnetic field 

F' = e( 0 + ij3) = E' + iB', (2. 32a) 

where 0, j3 and e are defined as before by (2. 22a, b) and 
(2. 23b). Then, from (2.29) and (2.4) it follows that 

F=WF'W. 

Hence, from (2.1) it follows that 

R == WR'W and R:= WR'W 

where 

R' = exp(F' AT /2). 

(2. 32b) 

(2. 33a) 

(2. 33b) 

Therefore, the equation (2. 3a) for the proper velocity v 
of the electron can be written 

v==RvoR == WR'WvoWR'W= Wv'W, 

where 

v' ==R'v~R' 

and 

(2. 34a) 

(2. 34b) 

v~==Wvow. (2. 34c) 

Now v' is the proper velocity of an electron with initial 
velocity v~ accelerated by parallel fields E' and B' rela­
tive to the observer u, so explicit expreSSions for v'u 
== 1"(1 +v'/c) are known from the special case analyzed 
earlier. To get corresponding expressions for vu (2. 34a) 
and (2. 30a); thus 

vu== y(1 +v/c) == Wv'Wu== Wv'uW== WY{1 +v'/c)W, 

the scalar part of which is 

Y== y'Yw [(1 + v' 'w)/c2], 

while the ratio of vector to scalar part is 

v'+w+(y-l-1)wx(v'Xw) 
v= 1 + ~-aw .v' , 

(2. 35a) 

(2. 35b) 

the well-known velocity addition formula. Of course a 
similar formula will express v~ in terms of Vo and w. 
Also in a similar fashion, the general orbit can be found 
from the orbit of a particle in parallel fields by a boost 
in the direction of the drift velocity or by integrating 
(2.35). The formulas are easily worked out, and of 
course they will agree with (2.28), but now the general 
nature of the orbit is easily described; it consists of a 
tightening spiral in the relative direction e [determined 
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by (2. 23b)] drifting with velocity w [given by (2. 30b)] in 
a direction orthogonal to e. 

3. RIGID TEST CHARGE IN A PLANE WAVE FIELD 

The equations of motion for a rigid test charge in an 
electromagnetic plane wave will now be integrated. 

Any plane wave field F == F(x) with proper propagation 
vector k can be written in the canonical form 

F==/z, (3.1a) 

where / is a constant bivector and the x-dependence of 
F is exhibited explicitly by 

z == a. exp(ik 'x) + a_ exp(- ik 'x). (3.1b) 

As explained in Ref. 3, a. are the" complex" amplitudes 
for right and left circular polarization. Here "complex" 
means "having only scalar and pseudoscalar parts, " 
i. e., 

(3.1c) 

where 0. and p. > 0 are scalars. In contrast to the usual 
use of complex numbers in electromagnetic theory, the 
"unit imaginary" i, being the unit pseudoscalar, has a 
definite geometrical significance. Maxwell's equation 
OF==O implies, since Ok ·x==k, 

k/==O, or equivalently, kF==O. 

Multiplying by k, one ascertains that 

k 2 =0. 

It can be shown further that / must have the form 

/==ka==kl\a=-ak, 

(3.1d) 

(3.1e) 

(3. 1£) 

where a is a unit spacelike vector orthogonal to k. 
When a. have been specified, a is uniquely determined, 
but a rotation of a preserving k 'a = 0 can be compen­
sated by an overall phase change of a. and a_ (corre­
sponding to a gauge transformation of the electromag­
netic vector potential), so to this extent factorization of 
F into / and z is not unique. 

• 1 
Before the spinor Lorentz force R = 2" >.FR can be 

integrated, it is necessary to express F == F(x) as a 
function of T. This can be done by using special proper­
ties of F to find constants of motion. Using (3.1d), one 
finds 

d • 1 
-(kR) = kR== 2"N<FR== 0 
dT ' 

(3.2) 

that is, kR is a constant of motion. So, using the initial 
condition R(O) == 1, one finds 

k = kR == Rk == kR. 

The second equality in (3.3) follows from the first by 
reversion: Rk==Rk==R(jfk) ==k. From (3.3) it follows that 

RkR==k. (3.4) 

Therefore, R == R( T) is a family of Lorentz rotations 
leaving the lightlike vector k invariant. Multiplying ell 
==RY"R by k, Eq. (3.4) gives constants of motion for 
the ell: 

(3.5) 
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k'v=k'vo· 

Since v=dx/dT, this integrates to 

k • (x( T) - xo) == k • Vo T. 
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(3.6) 

(3.7) 

This is precisely the relation needed to express the 
electromagnetic field acting on the particle as a function 
of the proper time. Substituting (3.7) into (3. 1b), one 
obtains 

z == z( T) = a. exp(iwo T) + a_ exp( - iwo T), (3.8) 

where Wo -= k • Vo is the frequency of the plane wave rela­
tive to an observer with proper velocity vo, and an over­
all phase 00= k • Xo has been absorbed into the phases of 
a. and a_ [or equivalently into the definition of a in 
(3.1f) ]. 

Now, by (3.1) and (3.3), the spinor Lorentz force for 
a plane wave has the form 

(3.9) 

With the initial R( 0) = 1 and the expression (3. 8) for z 
== Z(T), this integrates immediately to 

R == 1 + iAfZl == exp(A/z/2), (3.10a) 

where 

Zl -= (T z(T)dT==~ SiniwoT(a. exp(iwo/2) - a_ exp(- iWOT/2». 
}o Wo 

(3. lOb) 

Hence the expression for the comoving frame as a 
function of T is 

ell == RY,)~= (1 + iA/Zl)Y" (1- iA/Z1) 

== Y" + Ai(jZ1Y" - YJZ1) - A2t/Z1Y,,/Zh 

or, since ZlY"=ZtY,,, 

e" == Y" + A(jZl) 'Y" - AZed/y,,/, 

where, recalling (3.1c) and writing 0= 0. + 0_, 

(3. 11 a) 

I 12 sin2i woT 2 2 e1 -=2"l zl == 2w2 [P.+p_-2P.P_COS(WoT+0)]. 

° (3.l1b) 

Notice that in (3.12) -i/y,,/== Y(-/y" +/'Y,,) ==//'Y", 
which is proportional to the component of Y" in the 
/plane. 

According to (3, lla), the equation for the proper 
velocity is 

dx () 2 dT == Vo + A /Zl • Vo + A ed/' Vo, (3.12) 

which integrates to a parametric equation for the parti­
cle history 

X(T) - Xo= VoT + A[jZ2] 'Vo + A2eaff'vo, (3. 13a) 

where 
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sin(2WOT + 6) 2 
- P..P_ 2wo + (p+ + p~ + p+p_ COSO)T 

+ 2~o Sino)' 
(3.13c) 

This completes the explicit solution of a rigid point 
charge in a plane wave. If desired, the equations can be 
put in relative form by the method illustrated in the last 
section. 

4. RIGID TEST CHARGE IN A COULOMB FIELD 
The spinor Lorentz force will now be integrated to 

describe the motion of a test charge e in the Coulomb 
field of a "fixed nucleus" with charge - Ze. Let u be the 
constant proper velocity of the nucleus. In terms of 
relative variables the Coulomb field is 

e x k 
"AP= mezE=- k~:::: v TXT , (4.1a) 

where 

(4.1b) 

In terms of proper variables the Coulomb field is 

xAu f-kU) (k) 
"AP=-k IXAul3 ::::O~IXAul =uAO IxAul ' 

(4.1c) 

where, of course, x = x( T) is the position of the test 
particle at time T and the origin x = 0 has been located 
at some point on the history of the nucleus. 

Before the spinor equation R = t"APR can be integrated, 
it is necessary to express F as a parametric function of 
the particle history. This can be done by reexpressing 
symmetry properties of F in terms of constants of mo­
tion. The constants of motion can be found by multiplying 
F by the available vectors x, u, v and using the Lorentz 
force. 

"Dotting" (4. lc) by u, one finds, with the help of 
(I. 1. 5), 

Au ·F= (0 - uu '0) _k_ =0 f._k_) (4.2) 
IxAul \lxAul' 

since u,O Ix Au 1-1 = e-1ot Ix 1-1 = O. So, dotting the 
Lorentz force iJ = "AP • v by u, one finds 

d • I. k \ df. k \ 
dT(U ·v) =U'v= Au·F ·v=v 'O\lxA ulJ = dT\lx Au I)' 

Hence, 

W=u'V - k/lxA ul = y- k/lxl (4.3) 

is a constant of motion. The sum of particle kinetic and 
potential energies is E = me2

( W - 1) :::: mc2( y _ 1) - Z e2 I 
41Tlxl. 

From (4.1c) it follows that the Coulomb field (in fact 
any central field) has the properties 

FAu=O, 

FAx=o. 

(4.4a) 

(4.4b) 

By virtue of (I. 1.8), it follOWS that (F 1\ u) • v = Fu· v 
- (F. v) J\ u = 0, which, on substituting "AP. v = V, gives 

(4.5a) 
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In terms of relative variables, this is just the usual 
equation for an electric force on a particle, i. e., 

d 2 e 
dT(YV)=e AE=m E. 

Now applying (4. 4b) to (4. 5a), one finds 

d 
dT(vAuAx)=O, 

hence the dual of the trivector v A u Ax, 

l=iv AuAx, 

(4.5b) 

(4.6) 

(4.7) 

is also a constant of motion. Using the general duality 
relation (iT) . x= iT A x, one obtains immediately from 
(4.7) 

l·x=l·u=l·v=O. (4.8) 

In terms of the proper vector l, one can define a relative 
vector 1 = 1 A u which is obviously also a constant of mo­
tion. From (4.8) and (4.7) 

1=1 Au= lu= - i(v/\ x/\u) 'u= - i[v A X]2' 

Since 

vx=(vu)(ux) = Y{1 +vle){et- x) 

= y(ct - x) .(~) + Y{vt - x) - ~v Ax, 

(4.9a) 

so [vAx]z=e-1yX/\v=e-1yix X v, and (4.9a) yields 

1=!xxv=xXdx =xxp . 
e dt me (4.9b) 

Thus I is the usual (relative) angular momentum per unit 
me. 

The constants of motion have been found; the problem 
now is to use them effectively. From (4. 9b) one finds 

l·v::::l·x=O, (4.10) 

which says that the relative motion
A 
is in a plane 

orthogonal to 1. The unit bivector il is the generator of 
rotations in that plane. Hence one can write 

X= 1:1 =aexp(ila), (4. 11 a) 

where a ·1 = 0 and a( T) is the angle of rotation of a fixed 
unit vector a into the direction I. The requirement e 
= del dT> 0 entails that the rotation has the same 
"sense" as the particle motion. The sense of the rotation 
is described by the vector 

dx .A 

de =bexp(zle), (4.11b) 

where 

b=ail= a· (il) =iaA 1=IXa. (4.11c) 

Thus, the vectors a, b, 1 form a right-handed ortho­
normal frame. So do the vectors X, dx/de, 1, since 

x~! = a exp(ile)b exp(ile) = ab=ii=iXX~!. (4.11d) 

Conservation of 1 implies that the direction and the mag­
nitude of 1 are conserved separately. The implication of 
the directional conservation has been expressed by 
(4. 11). The implication of the magnitude conservation 
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can be obtained by substituting 

'YV =dx = edx = ef. dlxl + I I dX) 
C dT de ~ de x de 

(4.12) 

into (4.9b) and using (4. 11d); thus 

1= IxI2exx~!= Ix12, 

or 

(4.13) 

Now, with (4. 13) and (4. 11a), the Coulomb field 
(4.1a) can be put in the simple parametric form 

(4. 14a) 

where 

(4. 14b) 

Hence on changing variables from T to e, the spinor 
equation R = tAFR assumes the simple form 

dR K ~ K :-
- =--XR= --aexp(zle)R 
de 2 2 

(4. 15) 

Of course (4.14) and (4.15) assume 111 *0; the case 1 
= 0 is easily integrated separately, since then the di­
rection of the field is a constant of motion. 

To solve (4.15), guess that the solution has the general 
form 

R= exp(- Be/2) exp(-Ae/2)Ro (4. 16a) 

where B, A, and Ro are independent of e, and, to satisfy 
the conditions that R be even and RB. = 1, B and A must 
be proper bivectors and RoRo = 1. It may be noted that 
no generality is gained by adding "phases" to the angles 
in (4. 16a) since they can be "absorbed" in the definitions 
of the constants A, B, Ro . Substituting (4. 16a) into 
(4.15) one obtains conditions on A and B; thus 

~ dR-
- Kaexp(ile) = 2deR= - B - exp(- Be/2)A exp(Be/2) 

=- B -A.-A_ exp(Be) , 

where to carry out the last step, A has been expressed 
as the sum of a part A. which commutes with B and a 
part A_ which anticommutes with B. Equating independent 
parts of the equation, one finds 

B=il, 

A= Ka- il. 

(4. 16b) 

(4. 16c) 

Hence (4. 16a) subject to (4. 16b, c) is a general solution 
of (4.15). The form of this solution is peculiar to the 
Coulomb field and does not apply to any other central 
field. 

The "initial value" Ro of the Coulomb spinor (4. 16a) 
can be written Ro = LoUo where Lo determines a boost and 
Uo a spatial rotation. By an appropriate choice of the 
initial conditions for the co moving frame, the spinor Uo 
can be set equal to unity. The spinor Lo is determined 
from the velocity Vo at e = 0 by the equation 

or 

J. Math. Phys., Vol. 15, No. 10, October 1974 

1785 

VOU=L~='YO(1+:0) where'Yo=(1-~/c2)"l/2. (4.17) 

[The use of the symbol 'Yo in (4. 17) should not be con­
fused with the use of the same symbol to represent a 
vector elsewhere in this paper.] According to (4.10) l·vo 
= 0, although it is not necessary, it is convenient to re­
quire also a" Vo =Xo "vo= 0; so by (4.11) 

vo= IVolb. (4.18) 

This eliminates previous arbitrariness in the choice of 
the direction a and the zero for e. The constants of mo­
tion III and W can be expressed in terms of the initial 
values IVol and IXol and vice versa. Because of (4.18), 
(4.9) and (4.11) imply 

III I IldXoI -I I IVol = Xu ~- Xo 'Yo-c-' 

Using this in (4. 3) one obtains 

W='Yo~- K:O)=Yo1_ K(Yo_1)l/2 

Solving (4. 19b) for IVol and 'Yo, one obtains 

IVol_ K± Wv'W2+ i?-1 
--;;- - Wi! + i(2 

W± K(W2+ ~_l)l/2 
'Yo = 1-? ' 

(4. 19a) 

(4. 19b) 

(4.20a) 

(4.20b) 

The physical roots must, of course, satisfy the condi­
tion 0 < I Vo I < c. 

The Coulomb spinor (4. 16a) gives immediately the 
explicit expression for the particle proper velocity 

v = RuB. = exp(- Be/2) exp(- Ae/2)vo exp(Ae/2) exp(Be/2). 

(4.21) 

Three classes of motion can be distinguished: when 
A2 is zero, positive or negative. If A2= 0 then exptAe 
= 1 + tAe and the motion is most easily analyzed by sub­
stituting this in (4.21). If A 2 * 0 the motion is most 
easily analyzed by decomposing Vo into a component 

vo·AA 
VOII=~ 

in the A plane and a component 

Vo A AA _ Vo • (iA)iA 
VOl. All -- All 

orthogonal to the A plane, so (4.21) becomes 

v = exp(- Be/2)(vol. + VOII exp(Ae» exp(Be/2). 

(4. 22a) 

(4. 22b) 

(4.23) 

From (4. 16c) one finds A2= ~-1. If K2> 1, then expAe 
=coshIAle+IAI-1AsinhIAle where IAI =(K2_1)1/2; 
this is characteristic of the" scattering states" of the 
particle. If K2 < 1, then 

exp(Ae) = coslAI e+A sinlAI e, (4.24) 

where 

(4.25) 

This is a necessary (but not sufficient) condition for 
"bound states" of the particle. In the following, this 
case will be studied in more detail. 

To find an expression for the relative velocity of the 
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particle, substitute (4,24) into (4.23) and note that by 
(4. 16b) that u commutes with B, so 

vu= 1'(1 +v/c) = exp(- Be/2)(Vo +vo cos JA J e 

+ vl:;.t sinlA I e)u exp(- Be/2). 
(4.26) 

The terms involving Vo can be put in relative form with 
the help of the general formula (I. 2.15); thus, since A 
= Ka.- il and vou= 1'0(1 +b Ivo I Ie) where ab= iI, one 
obtains 

I.a·vo .Avo\ 
Vo ·Au= -A 'vou= - YO\K-c -+ Ka- zle} 

=1'0(- K+ l:o l)a=±(w2_IAI2)1/2 a, 
(4.27) 

where in the last step (4, 19b) and (4. 20b) were used to 
convert initial values to constants of motion. The two 
signs in (4.27) correspond to an arbitrariness in the 
choice of orientation of a and b. It is convenient to 
choose the positive sign. Repeating the procedure which 
lead to (4.27) with iA = 1+ iKa. instead of A, one obtains 

(iA) .voU=Yo~+iKab I~I) 

= Yo~ - K 1~ly= wi. 
(4.28) 

From (4.27) one gets 

_A(A.vo)u {WZ- IA 12)1/2 .A 
Vo"u- _ IAIl! IAI2 (Ka-zl)a 

(W2_ IAI2)1/2 
IAIl! (K+b) (4.29) 

and from (4. 28) 

_ - iA(iA) • Vo _ W (i . A _ W 
voJ.u- -IAIl! -jAlTI+zKa.)l-IAP(1+Kb). 

Substituting (4.27,29,30) into (4.36), one has 

'Y~ +~)= exp(- Be/2)C~ a (1 + Kb) 

+(WZ- IAI2)1/2{ +b) IAle 
IA 12 K cos 

(WZ- IA 12)1/2 ) 
+ IAI asinlAle exp(Be/2). 

The scalar part of (4.31) is 

1'= IA\a(W+K(W2_IAI2)1/2cosIAle), 

while the vector part of (4.31) is 

:~=': =CA~a<KW+{WZ-IAI2)l/2cosIAle) 

(WZ- IAI2)1/2 \ 
+a IAI sinIAleJexp(Be). 

(4.30) 

(4.31) 

(4.32) 

(4.33) 

This is the desired equation for the relative velocity. 

An equation for the orbit of the particle can be ob­
tained immediately from the radial component of (4.33) 
without integration. Using (4. 11) and (4.13) in (4.12), 
one gets 
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~~ = III ~!I b - a d~ (1!1))eXP(Be). (4.34) 

Equating (4.34) to (4. 33), one obtains from the radial 
component 

(4.35) 

This is the well-known equation for a precessing ellipse 
derived long ago by Sommerfeld. 

When K < 1, the bivector - A = - Ka + it can be obtained 
from B = ii by a boost. Thus, as in (2.29) and (2. 30) 

A I I A_ I I 2 A -A=- Ka+il= A KilK= A K- il. 

So 

K2= IA 1-1Ail= IA 1-1(1 + Kail) 

or, by (4. 11c), 

K2 = I A 1-1(1 + Kb) . 

(4.36) 

(4.37) 

Notice that K produces a boost in the direction of the 
initial velocity Vo = I Vo lb. Indeed, from (4. 34) it is 
obvious that the orbit is circular if WZ = IA 12, and ac­
cording to (4.27) this is equivalent to the condition K 

= I Vo I / c, which implies that K is equal to the initial 
boost Lo in (4.17). Using (4. 36) the Coulomb spinor, 
(4. 16a) can be put in the form 

R = exp(- Be/2)K exp(B IA I e/2)KLo, (4.38) 

which, for circular motion, reduces to 

R = exp(- Be/2)K exp{B IA I e/2) =K' exp(- (1- IA I )Be/2), 

(4.39) 

where 

K' == exp(- Be/2)K exp(Be/2). 

The right side of (4. 34) displays R factored into a boost 
by K' preceded by a spatial rotation through an angle 
(1- IA I), which evaluated for a period gives the Thomas 
precession immediately. The Thomas precession for 
arbitrary angular momentum can be obtained algebrai­
cally by factoring exp(- ~Be) exp(- ~Ae) into a boost 
preceded by a spatial rotation, 
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We consider the "missing label" problem for basis vectors of SU(3) representations in a basis 
corresponding to the group reduction SU(3):J 0(3):J 0(2). We prove that only two independent 
0(3) scalars exist in the enveloping algebra of S U (3), in addition to the obvious ones, namely the 
angular momentum L 2 and the two SU(3) Casimir operators e(2) and e(3). Anyone of these two 
operators (of third and fourth order in the generators) can be added to e (2), e (3), L 2, and L 3 to 
form a complete set of commuting operators. The eigenvalues of the third and fourth order scalars 
X(3) and X(4) are calculated analytically or numerically for many cases of physical interest. The 
methods developed in this article can be used to resolve a missing label problem for any semisimple 
group G, when reduced to any semisimple subgroup H. 

1. INTRODUCTION 

The general problem that we touch upon in this arti­
cle is that of providing a complete labeling for the states 
transforming under an irreducible representation of a 
given Lie group G. In a certain sense this problem has 
been completely solved for the classical semisimple 
groups,l corresponding to the Cartan algebras An' Bn, 
en, and Dn' Indeed the Gel'fand-Tseitlin patterns2 pro­
vide us precisely with such a set of labels, and the cor­
responding "canonical basis" consists of a complete non­
degenerate set of orthonormal basis functions. The baSis 
functions are the common set of eigenfunctions of a com­
plete set of commuting operators, consisting of the 
Casimir operators of the group G and of all the Casimir 
operators of a "canonical" chain of subgroups of G. 
Thus, e. g., for the group SU(n) the canonical chain is 

SU(n):=J S[U(n -1) x U(l)]:=J S[U(n - 2) x U(l) x U(l)] 

:=J ... :=J S[ U(l) X· •. x U(l) x U(l)] (1) 

so that the complete set of commuting operators con­
sists of all the Casimir operators of SU(n), SU(n - 1), 
.•. ,SU(2) and of the (n - 1) linear operators (the 
Cartan subalgebra), corresponding to the U(l) sub­
groups. Similarly, the problem is solved for the ortho­
gonal and symplectic groups (and also for some of the 
noncompact groups, corresponding to the same 
algebras3

). 

Unfortunately, in physics one is often interested in 
other operators, which may correspond to subgroups, 
not figuring in the canonical reduction, or may lie in 
the enveloping algebra of the Lie algebra of G, without 
being Casimir operators of any subgroup of G. Hence it 
is important to study other bases and indeed to perform 
a systematic study of possible bases for representations 
of various Lie groups. 

In this article we restrict ourself to a very simple 
case, which is, however, of considerable physical in­
terest, namely the group SU(3). The standard applica­
tion of SU(3) in particle physics, namely the "eightfold 
way,,4 does indeed make use of the canonical chain of 
subgroups SU(3):=J S[U(2) x U(l)]:=J S[U(l) x U(l)]. However, 
in nuclear physics5- r and more generally in group the­
oretical treatments of the many-body problem, 8 the 
quantity of prime interest is angular momentum, asso­
ciated with the group 0(3) that is imbedded into SU(3) in 

an irreducible manner [this 0(3) is the intersection of 
SU(3) and SL(3, R)]. The corresponding chain of sub­
groups is 

SU(3):=J 0(3):=J 0(2). (2) 

Basis functions of SU(3), corresponding to the reduc­
tion (2) are eigenfunctions of the second e(2) and third 
e(3l order Casimir operators of SU(3) and of the angular 
momentum operators L2 and L 3• There is one label 
miSSing to characterize the states completely and indeed 
there can be more than one state, characterized by given 
0(3) quantum numbers (l, m) within a given representa­
tion (kb k 2) of SU(3). Several different methods have 
been proposed to resolve this degeneracy problem, and 
they can be divided into two classes. 

The first type of solution leads to a simple labeling of 
the states (by integers), but to nonorthogonal basis func­
tions that are not eigenfunctions of any complete set of 
commuting operators. 5,6,9 The other type of solution of 
the degeneracy problem for 0(3) states in SU(3) rep­
resentations leads to orthonormal states, that are 
eigenfunctions of e(2), e(3l, L2, L3 and an additional 
Hermitian operator X in the enveloping algebra of 
SU(3). 6,10 The eigenvalues of X provide the missing 
label for the state vectors; they are, however, not in­
teger numbers and must in general be obtained by solv­
ing certain algebraic equations. What is more, Racah 
has proven10 that it is not possible to construct any 
operator in the enveloping algebra of SU(3) that would 
resolve this missing label problem and have integer 
eigenvalues. 

The purpose of this article is to investigate further 
the second of the above approaches, that is, in general 
to study all possible complete sets of commuting opera­
tors, the eigenfunctions of which will provide an ortho­
normal basis for the representations of the group G [in 
this case G = SU(3)]. Investigations along these lines 
have been carried out, 11 e. g., for the rotation groups 
0(3) and 0(4), the Euclidean groups E(2) and E(3), and 
the Lorentz groups 0(2,1) and 0(3,1). Each nonequiv­
alent complete set of commuting operators (consisting 
of operators from the enveloping algebra of the given 
algebra that mayor may not be Casimir operators of 
subalgebras, and possibly of some further reflection 
type operators) provides us with a different set of basis 
functions. In particular the "nonsubgroup" type opera-
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tors lead to the appearance of many new types of special 
functions in group theoretical studiesl1• 12 (e. g., Lame 
and Heun functions). 

In this article we consider the reduction of SU(3) to 
0(3) as in Eq. (2) and study the complete set of commut­
ing operators 

(3) 

where X is the additional "degeneracy lifting" operator, 
supplying the label missing in the reduction (2). In order 
to commute with L2 and L s, the operator X must be an 
0(3) scalar. We shall search for X in the enveloping 
algebra of SU(3)-hence it will automatically commute 
with the SU(3) Casimir operators C(2) and CIS). 

Our main result is that we have shown that only a very 
small number of independent 0(3) scalars X exists in 
the enveloping algebra of SU(3). Indeed only one third 
order XIS) and one fourth order X(4) independent opera­
tor of this type can be found. All other 0(3) scalars can 
then be written as polynomials in C(2) C(3) L2 X(3) 

and X(4) (this result was probably well kno~n, ~. g., to 
Racah, but we are not aware of any general proof). 

In Sec. 2 we show for an arbitrary connected Lie 
group G and an arbitrary (compact or semisimple) Lie 
subgroup He G that the number of independent scalars 
with respect to H in the enveloping algebra of G is 
finite. We then identify G with SU(3), H with 0(3), and 
derive a generating function for the number of 0(3) 
scalars of each order. Finally we present the indepen­
dent 0(3) scalars explicitly. At this stage it is appropri­
ate to stress that the method presented for deriving the 
generating function for the number of subgroup scalars 
of a definite order in the enveloping algebra of a given 
group is quite general and can 'be applied to many cases 
of phYSical interest. 

In Sec. 3 we discuss the operator X(3) in detail, 
derive formulas for its eigenvalues for the cases when 
the 0(3) representation J occurs at most twice in the 
representation (kj, k 2). We present a numeric method, 
making use of the Gel'fand-Tseitlin states, for cal­
culating the X(3) and X(4) eigenvalues for arbitrary 
representations. The method, which turns out to be 
quite simple, is then applied to calculate the eigenvalues 
on a computer for a large number of representations. 
The results are presented in Tables I and n. A different 
method for calculating the eigenvalues of XIS) was quite 
recently presented by Hughes. 13 For those four repre­
sentations that he considered our results coincide (up to 
a normalization factor equal to 2v6). His operator Q~ 
differs from X(4) by an algebraic combination of the 
lower order 0(3) scalar operators so that the eigenval­
ues cannot be easily compared. Still another method for 
calculating these eigenvalues was essentially contained 
in the by now classical articles of Bargmann and 
Moshinsky. B 

2. SUBGROUP INVARIANTS IN THE ENVELOPING 
ALGEBRA OF THE GROUP 

A. Proof that the algebra of invariants is finitely 
generated 

Let H be a connected Lie group, compact or semisim-
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pIe, with Lie algebra H and let the matrices T(h), h ED, 
be an nXn matrix representation of D. The mapping 
x - T(h)x, where x = (Xl> ... ,xn) is a column vector, in­
duces a representation of H in the space p[ x] of all 
polynomials in the indeterminants xl, ... ,Xn over the 
complex field. Clearly, the subspaces P m[ xl conSisting 
of homogeneous polynomials of degree m in the X J are 
invariant under the group action, m = 0, 1, 2, .... 

An invariant in p[x] is a polynomial P(x) which is 
fixed under the group action: P(T(g)x) = P(x) for all hE H. 
Clearly, the invariants in p[x] form an associative 
algebra I(x]. In particular atPl (x) +a2P2(x) E I(x] and 
PI (X)P2(X) E I[X] for any invariants Pl,P2 E I{x] and con­
stants a1,a2EC. Furthermore, I[x]=L;:"oI",[x], where 
Im[x] = I{x] nP ",[x]. 

A fundamental fact about I( x] is that it is finitely gen­
erated. That is, there exists a finite set il> ... ,i. of 
nonconstant invariants such that for every P(x) E I(x] it 
is possible to find a polynomial h(yj, ... ,y.) with the 
property P(x) -= h(i1 (x), ... ,i.(x)). Clearly one can choose 
i h .•. , i. as homogeneous polynomials in the xJ' Fur­
thermore, if one of the generators, say i., can be ex­
pressed as a polynomial in the remaining generators, 
then we can remove it and ij, ... ,i._l will still generate 
I[x]. 

Proceeding in this way, we eventually obtain a 
minimal set of nonconstant homogeneous polynomial in­
variants if, ... ,i~, which generate I(x]. Such a minimal 
generating set for I[x) is called an integrity basis. A 
proof of the existence of a finite integrity basis can be 
obtained by a slight modification of that given by Weyl, 14 

and will not be repeated here. 

Let G be a connected Lie group containing H as a Lie 
subgroup. Then H is a subalgebra of the Lie algebra q 
of G. Let U be the universal enveloping algebra1 of q. 
If Xj, ... ,Xn is a basis for q, it follows from the 
Poincare-Birkhoff-Witt (PBW) theorem1 that as a vec­
tor space U =L;:=oIJJUm, where Uo = C, Ul =q, and U'" is 
the space of all symmetric polynomials P(Xj, . . , ,Xn) in 
the Lie algebra generators which are homogeneous of 
degree m (see Ref. 1). Furthermore, H (and H) act on 
U by means of the adjoint representation, and the sub­
spaces U m are invariant under this action. In this paper 
we are interested in computing the elements in U which 
are fixed under the adjoint action of H. If we denote the 
set of all such elements by!), we see easily that!) is an 
associative algebra andJi =L;:=oEBJlm, whereJlmc.Um' 

Note that as a vector space U is isomorphic to P[x]. 
Indeed, by the PBW theorem every P E U can be written 
uniquelyasp=L;:=oPm(Xj, ... ,Xn), PmEUm. Moreover, 
the assignment Pm(Xj, ... ,Xn) - Pm(xl, ... ,xn) yields an 
isomorphism of Um and Pm[x]. Finally, if we define the 
n Xn matrix representation T of H to be that induced by 
the adjoint action of H on the basis Xl, . .. ,Xn of q, we 
see that there is a one-to-one correspondence between 
invariants in U and polynomial invariants in p[x]. 

We can define the notion of an integrity basis for the 
invariants!) in U in exact analogy with the definition 
for the invariants I(x] in p[x]. An integrity basis for !) 
is a finite set {il> •.. ,iq} such that: (1) Each i J E!) is 
homogeneous of degree m J ~ 1 and symmetric in 
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Xl, •.. ,Xn, i. e., each i j E.9mJ' (2) Every iE.9 can be 
expressed as a polynomial in iI, ... ,i.. (Here we must 
take into account the fact that the X" hence the i j may 
not commute.) (3) No one of the i" may be expressed as 
a polynomial in the remaining i j, j"* k. 

Due to the noncommutativity of the X j it is not im­
mediately obvious that.9 has a finite integrity basis. 
However, the following holds. 

Theorem: If il (x), ... ,i. (x) is an integrity basis of 
homogeneous polynomials for I(x) , then 
il (X j, ... ,Xn), ••• , i.(X 1. •.. ,Xn) contains an integrity 
basis for.9. Here, ij(Xj, ... ,Xn) is the homogeneous 
symmetric polynomial in U corresponding to 
ij(X b ... ,Xn)· 

Proof: We will show that any C E.9 can be expressed 
as a polynomial in ij, ... ,i •. Without loss of generality 
we can assume C = Cm E .9m. The proof now proceeds by 
induction on m. The case m = 0 is obvious. Suppose Cm 
can be expressed as a polynomial in ij, ... ,i. for any 
m <mo and consider some Cmo E.9mo. Since {iJ(x)} is an 
integrity basis for I[x], if follows that the polynomial 
?mo(X)E.9mo[x]'can be expressed as a polynomial in the 
Zj(x). 

Suppose for example that Cmo(x) = il (x)i2(x) where 
il Elm1 [X], i2Elm2[x], and mO"'ml +m2' Now consider the 
elements Cmo(Xj) and i1(Xj)i2(Xj) in U. We have Cmo(Xj) 
E!) mo while in general 

mo 
il (X j)i2(X j) s: ~ EB.9 m' 

m=O 

However, it is easy to see that the component of ili2 in 
.9mo is just Cmo(X j). Thus, 

mo-l 
Cmo(X j) - il (Xj)i2(Xj) = P.o Cm(Xj)· 

Since each Cm(X j) for m < mo can be expressed as a 
polynomial in the invariants iI, ... ,i., the induction step 
is complete. Our example easily extends to the general 
case. QED 

In general i1(Xj) , ... , i.(X j ) is not an integrity basis 
for.9 but rather a subset if, ... ,i~ is an integrity basis. 
This is because there may exist algebraic relations be­
tween i 1(Xj), ... ,i.(Xj) in.9 which have no counterpart in 
I(x). Such relations are consequences of the commuta­
tion relations of Ci. Indeed, if i 1(X j) and i2(Xj) do not 
commute, then i{Xj) '" [il (Xj), i2(X j)] is also an invariant 
and the relation i", ili2 - i2il is not obtainable from I(x). 

In conclusion: To find an integrity basis for.9 we first 
find an integrity basis iI, ... ,i. for I(x). Then, forming 
all possible commutators [is(Xj),i/>(Xj )], we determine a 
minimal subset of the i" which are independent. 

B. Generating function for the number of 0(3) invariants 
of arbitrary finite order in the enveloping algebra of SU(3) 

In this paper we are concerned with the example 
G=SU(3), H=0(3). 

Under the adjoint representation of 0(3) the eight­
dimensional Lie algebra SU(3) splits into a direct sum 
of the irreducible three- and five-dimensional represen-
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tations of 0(3). The elements L j , T ii, 1'" i,j '" 3 form a 
basis for SU(3) where the vector L j transforms accord­
ing to the three-dimensional representation Dl and the 
symmetric traceless tensor T iJ transforms according 
to the five-dimensional representation D2 of 0(3). 

In more physical terms we can identify L ={LJ and 
T",{TIJ with the angular momentum and quadrupole 
moment operators, putting 

L j = Ejl~zP", 

l( ) 1(-2 -2) 
(4) 

Tj""'2: PjPk+XjX" -'6 P +X I5 j", 

where x j are the coordinates of a particle and P j 
= - i a/ax j its momentum. These operators satisfy the 
SU(3) commutation relations 

[L j , Lit] = iEJI.IL I, 

[L j , Tkl ] = iEj"mT 1m + iEj ImT "m, 

[Ti", Tim] = ii(I5j1E"mn + l5imE"ln + I5klEjmn + l5"mEJln)L n• 

In the defining representation of SU(3) these genera­
tors can be identified as follows: 

1 (0 1 0) 
Ll '" r;:;- 1 0 1 , 

v 2 0 1 0 

-1 0) o -1 , 
1 0 

~' 0 ~) L3= 0 0 0, 
o 0 -1 

CO ~). C 0 -~) Tll = ~ 0 2 T22 '" ~ 0 2 o , 
3 0 -1 -3 0 -1 

'~ o ~) 
T33="3 ~ - 2 0 , 

o 1 

("" -b 1 -1 

~). T12=~ 0 0 ~ , T 23 = 2i2 ~ 0 
1 0 -1 

1 (" 1 0) 
T 31 = 2,12 ~ _ ~ - ~ . 

(5) 

(6) 

By our theorem, to find an 0(3) integrity basis for the 
enveloping algebra of SU(3) it is enough to find an in­
tegrity basis for the space of all polynomials in the 
eight indeterminants lj, tj", 1 "'i,j, k"'3, wheretj,,=t"J 
and tii = O. Here the 11 transform under 0(3) according 
to Dl and the ti" according to D2. In this case it is clear 
that the subspace Pnm of polynomials homogeneous of 
degree n in the 11 and degree m in the tjk is invariant 
under the group action. Thus we can classify polynomial 
invariants c(n,m) in terms of their degrees of homo­
geneity n, m. 

It is very easy to construct examples of polynomial 
invariants, e. g. , 

C(2, 0) = 1111, C(2,ll '" lltlJli> 

C(O, 2) = tji iJ , C(O, 3) = tjjtJktkl' (7) 

C (2, 2) = IltjJti"l", c(3, 3) = Eabctb"tcjtJlfa1"lh. 

The basic problem is to find all such independent in­
variants, or more specifically, to construct an in-
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tegrity basis. We will show below that the above list of 
six invariants is in fact an integrity basis and thus 
solve our problem. 

First of all it is useful to apply Lie's theory of in­
variants to this problem, e. g., Ref. 15. It follows 
easily from this theory that the action of the three­
dimensional algebra so(3) on eight-parameter functions 
F(ll, tjk) implies the existence of exactly five functional­
ly independent invariants ha(ll' tjk)' a = 1, ... , 5. By this 
we mean that there exist five invariant functions analy­
tic (but not necessarily polynomials) in the variables 
II, tik such that every other invariant is an analytic func­
tion of these five. Furthermore, no one of the ha can be 
expressed as an analytic function of the remaining four. 

By inspection one can show that the invariants C(2, 0) , 

C(2,1), C(O,2), C(O,3), C(2,2) are functionally independent, so 
that all other invariants must be analytic functions of 
these five. However, the remaining invariants would 
have to be expressible as polynomials in these five in­
variants for them to be an integrity basis. CIS,S) is not 
so expressible. Indeed a direct computation yields 
[C(3,3)]2 

= C(2, O)C(2, llC(O, 3)C(2, 2) + ic(2, O)c(O, 2)[C(2, 2)]2 

_ tC(2,O)[C(0,2)f[c(2,1l]2 _ -HC(2,O)P[C(O,3)f 

_ t[ C(2, O)FC(O,2)C(2,1lC(O, 3) + iC(O, 2)[C(2,1J]2C(2, 2) 

- t(C(2,1lPC(O,3) _ [C(2,2)P, (8) 

i. e., (C (3, 3)]2 is a polynomial in the first five invariants 
but C(3,3) is not. 

To show explicitly that we have found an integrity 
basis we generalize a technique found in Ref. 14, p. 181, 
and Ref. 16, to derive a generating function for the 
number of invariants of rank (n, m). For this we recall 
that the irreducible representations of 0(3) can be 
denoted by D it j = 0, 1, 2, .. " and that the character 
X,(O) of D j corresponding to a rotation through the 
angle 0 is 

i 

Xi(O) = ~ exp(ikO). 
k=-i 

(9) 

By choosing a weight basis it is straightforward to 
check that the character X",m(O) of 0(3) acting on the sub­
space P",m is 

X",m(O)= 6 exp[iO(a-c+2d+e-g-2h)], (10) 
a, ••• ,h 

where the sum is taken over all nonnegative integers 
a, •.. ,h such that a+b+c=n, d+e +j+g+h=m. It fol­
lows from this that 

F(exp(iO), P, D] 

'" [(1- exp(iO)P)(l- P)(l- exp(- iO)P)(l- exp(2iO)D) 

x (1- exp(iO)D)(l- D)(l- exp(- iO)D)(l- exp(- 2iO)D)r1 

~ 

= 6 Xn,m(O)P"Dm, 
n,m=O 

(11) 

i. e., F[exp(iO) , P, D] is a generating function for the 
character X",m(O). Note that the number of invariants of 
degree (n, m) is just the multiplicity of the identity rep-
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resentation Do of 0(3) in P",m. Thus, 
gonality relations 

using the ortho-

1 (2r -- e :;; 10 Xn(O)xm(O) sin2"2 dO = linm, (12) 

we find 

112
• 0 ~ _. sin2

-
2 

F(exp(iO), P,D)dO= 6 N",mP"Dm, 
1T 0 ",m=O 

(13) 

where the integer N",m is the number of linearly inde­
pendent 0(3) invariants of rank (n, m). Setting exp(iO) 
= 1\., we can regard the left-hand side as a contour in­
tegral about a unit circle in the complex I\. plane. 
Evaluating the integral by residues and employing some 
tedious algebra, we finally obtain 

1 +p3D3 w 

(1- p2)(1- D2)(1- DS)(l- P2D2)(1_ P2D) = ",'fo N",m
pnDm

• 

(14) 

It is illuminating to compare this expression with our 
earlier results Since C(2,O) C(2,ll C(O,2) C(O,S) and 

( . "" 
C 2,2) are functionally independent, we can construct in-
variants of the form [C(2,O)nC(2,1l]b(C(O,2)y(C(O,3)]d 

x[C(2,21]e, where a" . • , e run over the nonnegative in­
tegers and the set of all such invariants is linearly in­
dependent. If these were all possible invariants, then 
the generating function (14) would be 

1 
(15) (1- P2)(1 - D2)(1 - D3)(1- F2D)(l- P2D2) • 

However, the actual N",m is in general larger than that 
predicted by (15) which shows that there are additional 
invariants. Indeed N3,3 = 1, while it is impossible to 
construct a (3,3) invariant out of C(2,O), ••• , C(2,2). Thus, 
there must exist a new (3,3) invariant. This new in­
variant is clearly C(S,3). We can now obtain new in­
variants of the form C(S,3)(C(2,O)]a, ••• , [C(2,2)]e. This 
accounts for all terms in (14) and completely solves the 
problem of finding all 0(3) invariants. (It is not possible 
to obtain independent invariants by taking higher power 
of C(3,S) because [C(S,S)]2 can be expressed as a poly­
nomial in C(2, 0), ••• , c(2, 2). ) 

C. The 0(3) invariants and the SU(3) :J 0(3) reduction 

It was shown above that there are at most six alge­
braicly independent 0(3) scalars in the enveloping 
algebra of SU(3). They can easily be expressed in terms 
of the generators L j and Tjk of Eqs. (4)-(6) and indeed 
they are given by Eq. (7) with li and tli replaced by the 
operators LI and T IJ• 

The two Casimir operators17 C(2) and C(3) of SU(3) 
are, of course, also 0(3) scalars and must be contained 
among those found. Indeed, it is easy to check that we 
have 

C(2) = (t)2(L2 +2T2) = (t)2(LjLj + 2Til,Tjk ), 

const C(3) =LTL -tTTT=LjTI~k- tTuTklTII' 

It is also easy to verify that the operator 

Xes) =€abcT bdT ceTefLaLaLf 

(16) 

can be expressed in terms of the commutator of the two 
operators 
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X(3)=LaT a"Lb and X(4)=LaTabTb~c 

and lower order terms. 

(17) 

In addition to the angular momentum L2 and the two 
Casimir operators C(2) and C(3) we thus only have two 
new independent 0(3) invariants X(3) and X(4) [see (17)]. 

Note that the scalars of this section do not quite 
coincide with those listed in Eq. (7) because they are 
not all symmetrized. However, they do agree in the 
highest order terms and they provide an alternative 
integrity basis which is computationally easier to deal 
with. 

Let us note here that the operator X(3) is equivalent 
to an operator used in a similar context by Bargmann 
and Moshinsky. 6 

Returning to the problem of representations in the 
SU(3)::J 0(2) baSiS, we see that the basis functions of 
irreducible representations of SU(3) can be chosen to be 
eigenstates of the operators C(2), C(3), L2, L 3, andX, 
where X is in principle an arbitrary function of the 
operators (17). 

If we make the natural restriction that X be an opera­
tor of a definite order in the enveloping algebra of SU(3), 
we find that only one third-order and one fourth-order 
are available. Some physical implications of this fact 
will be discussed in the final section. 

In conclUSion, the operators L2, C(2), C(3), X(3), and 
X(4l form an integrity basis for the 0(3) scalars in the 
enveloping algebra of SU(3). 

3. SPECTRUM OF THE O(3)-SCAlAR OPERATORS 

The purpose of this section is to calculate the spec­
trum of the third and fourth order operators X(3) and 
X<4) and to demonstrate some of their general proper­
ties. Indeed, for any practical use of the present state 
labeling method it is essential to know the spectrum of 
the operators for all SU(3) representations likely to 
appear in applications. 

The SU(3)::J 0(3) case is only the simplest of many 
group-subgroup pairs of physical interest where some 
labels are missing. Higher order operators can resolve 
these labeling problems not only in principle, but in our 
opinion are the most practical way to approach the prob­
lem. It is therefore natural to perform the (computer) 
calculations of the spectra in a way which is not limited 
to the SU(3)::J 0(3) case but can readily be extended to 
cases like SU(4)::J SU(2)XSU(2), G2::J 0(3), and others. 
The basis we use for deriving the secular equations is 
that of Gel'fand and Tseitlin,2 with U(3) generators Eik 
satisfying the commutation relations 

[Eij, E kl ] = (jj~iI - 0UEkh (18) 

where (jJk is the Kronecker delta. An explicit form of the 
matrix elements of the U(3) generators can be found in 
the second example of Ref. 18 [Eq. (22)]; correspon­
dence between the notations in the present paper and Ref. 
18 is established by putting E ik = C~ and mik = hik' where 
mik are the elements of each pattern-basis vector. 

It is convenient to replace the generators Lb L 2 , and 
L3 of (6) by equivalent ones: 
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(19) 

whose commutations relations 

[LbL_tl=Lo, [Lo,Ltl=Lt, [Lo,L_tl=-L_t (20) 

follow from (18). The generators (19) can be realized 
as 3 X3 matrices: 

(:
010) (10 0) ~OOO) L t = 0 0 1 , Lo = 0 0 0, L_t = 1 0 0 . (21) 
000 00-1 0 1 0 

With the choice (19) the five components of the operator 
T ik then can be taken as 

T 2=Et3 , Tt=Et2-E23' To=Eu- 2E22+E33' 

T_2=E3t' T_t =E21 -E32 . 

Realized as 3 x3 matrices, these are 

T2=(~ ~ ~, Tt=(~ ~ -~\ To=(~ 
\~ 0 ~} \~ 0 O} 0 

(
000) (000) T -2 = 0 0 0 , T -t = 1 0 0 . 
1 0 0 0 -1 0 

Using (18), one readily verifies that Ti indeed is the 
rank two 0(3)-tensor operator: 

[T2' Ltl = 0, [T2' Lo] = - 2T2, [T2' L_tl = T t , 

(22) 

[Tt, L t ] = 2T2, [Tt, Lo] = - T t , [Th L_tl = To, (24) 

[To, Ltl = 3Tt , [To, Lo] = 0, [To, L_t ] = - 3T_b etc. 

The second order operators C(2), L2, and T2 are then 

L2 = LtL_t + L_tLt + Lt 
T2 = T2T_2 + T_2T2 + t(Tt T_t + T_t T t ) + tTt 

3 

c(2) = L; EI~ki = (t)2(L2 + 2T2). 
irk=t 

The labeling operators then are 

x(3) = 3(Lt T_2L t +L_t T 2L_t ) 

and 

+!(L_t TtL o + LOTtL_t + Ll T_tL O + LoT_tLt ) 

- t(LtToL_t +L_t ToLt) + LOTOLO 

(25) 

(26) 

X<4) = 2ToLoLoTo + (- T oLtL-t To +!ToLtLOT_l +!ToLOLt T_t 

- 6ToL t L t T_t +9TtL_tL_t T t +!TtL_tLoTo 

+!TtLoL_t To - !TtL_tLt T_t + 3TtL oL oT_t 

- !TtLtL_t T_t + 9Tt L tL oT_2 + 9TtL oL t T_z 

- 6T2L_tL_tTo+9T2L_tLoT_t +9T2L oL_tT _t 

+ 6T2L_tL t T_2 - 12T2L oLoT_2 + 6T2L tL_t T_2) 

+( ... ), (26') 

where ( ... ) stands for terms with signs of indices op­
pOSite to those in the first bracket. HereX(3) andX(4) 
are normalized so that their eigenvalues are integers 
whenever possible. The operators X(4) in (17) and (26') 
differ by 0(3)-scalars of order lower than four. Bya 
straightforward calculation one verifies that X(il, in­
deed, are 0(3) scalars: 
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rx<il L ]=rX<i) L ]=[X(j) L ]=0 i=3 or 4 t , 1 t , 0 ,-1, • (27) 

An irreducible representation of U(3) is denoted by 
integers (m13 , m 23 , m 33) such that m 13 ~ m23 ~ m33' If m33 
= 0, a U(3) representation reduces to that of SU(3) with 
P = m13 - 11123 and q = 111 23 , The patterns 

I m13 11123 11133) 11112 11122 , 11111 

(28) 

transformed by the generators Eik according to (22) of 
Ref. 18, form an orthonormal basis in a space in which 
an irreducible unitary representation of the group U(3) 
acts. If 11133 = 0, the space is irreducible with respect to 
SU(3). Since 11113 , 11123' and 11133 are fixed throughout an 
irreducible representation of U(3), we shall omit them 
when writing the patterns. 

The C(2) and C(3) operators are17 diagonal in the 
basis (28) because they are the Casimir operators of 
U(3) [and SU(3)]. Since E u , E 22 , and E33 are diagonal in 
(28) too, Lo and To are also diagonal. One has, in 
particular 

Lo 1 111121111111122) 

1
11112 11122) 

= (11111 + m 12 + m 22 - m13 - m23 - md m11 (29a) 

and 

1792 

( Im12 m22\ 
= m 13 + 111 23 + m33 + 3m11 - 3m12 - 3m22) m11 I' 

(29b) 

An arbitrary SU(3) pattern for a given representation 
is a linear combination of 0(3) states IJM): 

Im12m11m22\ =:0 a J IJMK), (30) 
"I JK 

Here a J are some coefficients, 

M = m11 + 11112 + m22 - m 13 - m 23 - m33 (31) 

is the eigenvalue of L o, J denotes an 0(3)-irreducible 
subspace, and K are the eigenvalues of XW which we 
want to find. The values of J for any U(3) representation 
are well known. 19.20 The summation in (30) extends over 
all J~M which occur in the SU(3) space labeled by m13 
and m23 (11133 = 0). There is no summation over M in (30) 
because both the Gel'fand-Tseitlin and IJMK) states are 
eigenvectors of the 0(2) generator Lo. When x<il acts on 
both sides of (30), one gets 

'" ( ) 1 m12 m22) L.J xm m 12, m22, m11 m11 
mll +m12+m22=M+m13+m23 

(32) 

The coefficients x M are matrix elements of Xli) between 
the patterns with the same value (31) of M. They are 
calculated using (20), (22), (26), and (22) of Ref. 18. 
For example, the diagonal matrix element of X(3) is 

Im12m m22IX(3) I m12m m2~ = 3 (m13 - m12)(m12 - m23 + 1)(m12 - m33 + 2)(m12 - m11 + 1)(2(11111 - md - 2M - N!3] 
\ 11 11 'j m12 - m22 + 1 (m12 - m22 + 2) 

-I- (m13 - 11122 + 1)(m23 - m22)(m22 - m33 + l)(m11 - m22)[2(m11 - m12 - 1) - 2M - N!3]) 
(m12 - m22) 

3( _ )( _ 1) (2M _!!. 2 (m13 - m12 + 1)(m12 - m23)(m12 - m33 + 1) 
+ m12 m11 m11 m22 + 3 + ( 1)( ) m12 - m22 + m12 - 11122 

_ 2 (m13 - m22 + 2)(m23 - m22 + 1)(11122 - m33) ) + tN(M + 1)(2M + 3), 
(m12 - m22 + l)(m12 - m22 + 2) 

(33) 

where M is given by (31) and N is the eigenvalue of To: 

(34) 

Substituting (30) into the left side of (32), and comparing 
the coefficients of the linearly independent vectors 
I JMK), we arrive at the secular equation 

IxM(ml1,m12,m22)-KI =0. (35) 

The roots K 1, K 2, ••• of (35) are real because X(i) is 
Hermitian. The value of M in (30) is a fixed parameter. 
Hence we have secular equation (35) for every value of 
M which occurs in the U(3) representation (m 13 , m23, m~3)' 
[For SU(3) we still have m33 = O. ] Equation (35) is of the 
first order when M equals its highest (smallest) value 
within the inequalities (28), i. e., M = m13 - m33 (M = m33 
- 111d. Then indeed, there is only one pattern, namely 
m11 = 11112 = m13, m 22 = m 23 (m11 = m22 = m33, m 12 = m23)' 
Consequently, (30) has the form 

(36) 
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The order of Eq. (35) increases, in general, when the 
absolute value IMI diminishes, and for M=O, (35) is of 
the highest order. The order of (35) in this case equals 
to the number of different patterns (28) with M = 0, or, 
what is the same, it equals the number of 0(3) represen­
tations contained in (m 13 , m 23 , m33)' 

From the property 

X(ilIJMK)=KIJMK) for M=J,J-1, •.. ,-J, 

of X(i) it follows that the eigenvalue will occur as a root 
of the secular equation (35) for any M. Similarly, an 
eigenvalue, say K', calculated from (35) with M = M', 
will be a root of every secular equation with I MI <s I M'I. 
One has thus two alternative ways for computating the 
spectrum of X(i) for a given representation 
(m13, m23, m 33). First is solution of (high order) equation 
(35) for M = 0 in order to get all the eigenvalues K at 
once. The second way is the solving of equation (35) 
first for M = m 13 - m33, then for M = m13 - m33 - 1, M = m13 
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- m33 - 2, and so on. In this manner the order of the 
secular equation for a given M is drastically reduced 
because most of its roots are known from solving the 
secular equation for M + 1. To illustrate this point, let 
us notice that, e. g., for the SU(3) representation 
(12,6,0) of dimension 343, the order of (35) at M", 0 
equals 25. Proceeding the second way, one would have 
to solve 4, 4, 3, and 1 secular equations of orders 
1, 2, 3, and 4, respectively. 

The tables contain the eigenvalues ofX(3l andX(4l cal­
culated by a computer for the lower SU(3) representa­
tions. For pairs of contragredient representations [i. e. , 
representations (mj3' m23, 0) and (mj3' mj3 - m 23 , 0)] the 
0(3) branching rules coincide and the eigenvalues of 
X(3l differ by a sign, and those of X(4l are the same. 
Therefore, the tables contain only one representation of 
each pair. The computer time needed for construction 
of the tables was negligible. Thus in order to verify the 
eigenvalues we have obtained, the secular equation (35) 
was solved for all M?- 0 for both X(3l and X <4>. 

The numerical results presented in the Table I for 
the SU(3) representations 

(kj, k2' 0) '" (mj2 - m 33 , m 23 - m 33 , 0) (37) 

[note that k j ?- k2?- 0 and k j and k2 are the lengths of the 
first and second row in Young patterns for SU(3)] were 
obtained using the above algorithm, starting from 
Gel'fand-Tseitlin states. For the particular case con­
sidered in this article, i. e., the SU(3) =:) 0(3) =:) 0(2) 
group-subgroup chain a different method could also be 
used for calculating the eigenvalues K. Indeed, Barg­
mann and Moshinsky6 and Elliott5 have calculated the 
matrix elements of the operator X (3 l '" L T L in certain 
nonorthogonal bases. All we have to do is take these 
matrices and diagonalize them. For analytic calcula­
tions (as opposed to computer ones) this procedure is 
simpler. 

Since in many applications it is convenient to have 
explicit formulas for the eigenvalues K, rather than 
only numeric tables, we present below expressions for 
K in special cases, when the 0(3) representation J oc­
curs in the SU(3) representation (kj, k 2) once (hence K 
is uniquely determined as a solution of a linear equation) 
or twice (then K is the solution of a quadratic equation). 

To do this, we choose to make use of the Bargmann­
Moshinsky basis vectors Pk

j k2 Jq in which we have 

(38) 

[see formula (62) of the second of Refs. 6; the factor 
(- 3) is due to a difference in the normalization of our 
X(3l and their operator 0]. The matrix elements f3q ,. are 
given by formulas (66) and (67) of Ref. 6 and restric­
tions on the region of summation on (38) are given by 
their formula (59). 

All we have to do is restrict ourselves to cases when 
only one or two values of the label q exist (no degenera­
cy or twofold degeneracy). If there is no degeneracy, 
then K", - 3f3 •• ; if there is a degeneracy, then we obtain 
the eigenvalues K by diagonalizing the matrix f3., •. 

By inspecting the Bargmann-Moshinsky formulas, 
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we see immediately that the representation J is con­
tained in representation (kj, k 2) at most once in any of 
the following cases: 

J", 0, 1, k j - 1 or k j (k j and k2 arbitrary), (39) 

or 

k 2 ", 0, 1, k j - 1, k j (J arbitrary). (40) 

The degeneracy is at most twofold if 

J", 2, 3,kj - 2 or kj - 3 (k j and k2 arbitrary), (41) 

or 

k 2 ", 2, 3, k j - 2 or k j - 3 (J arbitrary). (42) 

Proceeding as described, we obtain the following ex­
pressions for the eigenvalues K in nondegenerate cases. 

J",O: We have 

for k j and k2 both even [the representation J", 0 is not 
contained in (k j ,k2) otherwise]. 

J", 1: We obtain 

K '" - kj + 2k2 for k j even, k2 odd 

'" 2k j - k2 + 3 for k j odd, k2 even 

'" - (k j + k2 + 3) for k j odd, k2 odd 

(J", 1 is not present for k j even, k2 even). 

J"'kj: We have 

K '" t(k j + 1)(2kj + 3)(kj - 2k2). 

J"'kj-1: We have 

K '" t(k j + 3)(2kj + l)(k j - 2k2). 

k 2 ", 0: We have 

K '" t(2k j + 3)J(J + 1) for k j - J even 

and J is not contained in (kj, 0) for k j - J odd. 

k 2 ,,1: We have 

K", - 3(kj + 1) + (k j - t)J(J + 1) for k j - J even 

(43) 

(44) 

(45) 

(46) 

(47) 

'" - 3(kj + 1) + (k j + t)J(J + 1) for k j - J odd. (48) 

k2 "kj and k2 " k j - 1: These are contragradient to k2 '" 0 
and k 2 " 1; hence formulas (47) and (48) apply with re­
versed signs. 

In the cases when at most a twofold degeneracy can oc­
cur, we obtain: 

J"'2:Wehave 

K" ± 3[(2kj + 3)2 - 4k2(kj - k2)]j/2 

for k j even, k2 even, 

'" - 3(2kj +3) for k j even, k2 even, 

'" 3(2kj + 3) for k j even, k2 even, 

'" 3(k j - 2k2) for k j even, k2 odd 

'" - 3(2kj - k2 + 3) for k j odd, k2 even 

",3(k j +k2 +3) 

J",3: We have 

for k j odd, k2 odd. 

2<sk 2 <sk j -2, 

k j ",k2 , 

k 2", 0, 

(49) 
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TABLE I. Eigenvalues K of the third order operator X<31=L T L. The first column gives the representations of SU(3), the rows 
give all possible values of the 0(3) label J and of K within the corresponding representation of SU(3). 

(0,0,0) J 0 
K 0 

(1,0,0) J 1 
K 5 

(2,0,0) J 2 0 
K 21 0 

(2,1,0) J 2 1 
K 0 0 

(3,0,0) J 3 1 
K 54 9 

(3,1,0) J 3 2 1 
K 18 21 -7 

(4,0,0) J 4 2 0 
K 110 33 0 

(4,1,0) J 4 3 2 1 
K 55 63 6 -2 

(4.2,0) J 4 3 2 2 0 
K 0 0 30.741 -30.741 0 

(5,0,0) J 5 3 1 
K 195 78 13 

(5,1,0) J 5 4 3 2 1 
K 117 132 36 27 -9 

(5,2,0) J 5 4 3 3 2 1 
K 39 44 79.573 -13.573 -33 11 

(6,0,0) J 6 4 2 0 
K 315 150 45 0 

(6 1,0) J 6 5 4 3 2 1 
K 210 234 89 81 12 -4 

(6,2.0) J 6 5 4 4 3 2 2 0 
K 105 117 160 22 0 41. 677 -41. 677 0 

(6,3,0) J 6 5 4 4 3 3 2 1 
K 0 0 58.864 - 58. 864 92.223 -92.223 0 0 

(7, o. 0) J 7 5 3 1 
K 476 255 102 17 

(7,1,0) J 7 6 5 4 3 2 1 
K 340 375 171 166 54 33 -11 

(7,2,0) J 7 6 5 5 4 3 3 2 1 
K 204 225 277.903 82.097 60 100.723 -10.723 -45 15 

(7,3,0) J 7 6 5 5 4 4 3 3 2 1 
K 68 75 137.827 -17.827 186.231 - 56. 231 -108 30 39 -13 

(8,0,0) J 8 6 4 2 0 
K 684 399 190 57 0 

(8,1,0)J 8 7 6 5 4 3 2 1 
K 513 561 288 288 123 99 18 -6 

(8,2,0) J 8 7 6 6 5 4 4 3 2 2 0 
K 342 374 439.120 172.880 153 195.426 42.574 0 53.075 -53.075 0 

(8,3.0) J 8 7 6 6 5 5 4 4 3 3 2 1 
K 171 187 256.966 49.034 321. 259 8.741 87.827 -67.827 109.763 -121. 763 6 -2 

(8,4,0) J 8 7 6 6 5 5 4 4 4 3 2 2 
K 0 0 - 92.223 92.223 148.704 -148. 704 214.075 - 214. 075 0 0 51. 701 - 51. 701 

J 0 
K 0 

(9,0,0) J 9 7 5 3 1 
K 945 588 315 126 21 

(9,1,0) J 9 8 7 6 5 4 3 2 1 

K 735 798 446 453 225 200 72 39 -13 

(9,2,0) J 9 8 7 7 6 5 5 4 3 3 2 1 

K 525 570 649.542 300.458 285 331. 966 124.034 76 122.795 -8.795 -57 19 
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TABLE 1. (continued) 

(9,3,0) J 
K 

J 
K 

(9,4,0) J 
K 

9 
315 

2 
45 

9 
105 

J 3 
K -25.426 

(10,0,0) J 
K 

(10,1,0) J 
K 

(10,2,0) J 
K 

10 
1265 

10 
1012 

10 
759 

J 2 
K-64.692 

(10,3,0) J 10 
K 506 

J 3 
K-151.460 

(10,4,0)J 10 
K 253 

J 4 
K-269.112 

(10,5,0)J 10 
K 0 

8 7 7 6 6 5 5 4 4 3 3 
342 422.117 147.883 503.385 108.615 182.223 -2.223 219.031 -69.031-137.223 47.223 

1 
-15 

8 7 7 6 6 5 5 5 4 4 3 
114 208.882 -18.882 284.014 - 80. 014 365.586 - 167.567 56.981- 241. 259 71. 259 127.426 

2 
-51 

1 
17 

8 6 
828 483 

9 8 
1092 651 

9 8 
819 915.101 

o 
o 
9 

546 
8 

639 

3 2 
127.460 12 

4 
230 

7 
667 

8 
470.899 

2 0 
69 0 

6 5 4 
366 342 157 

766 
462 239.837 516.163 

3 2 
117 24 

5 4 
189 231. 906 

1 
-8 

4 
62.094 

8 7 7 6 6 5 5 
285 738.624 249.376 320.882 93.118 373.216 16.784 

1 
-4 

3 
o 

4 
119 

2 
64.692 

4 
-79 

9 8 8 7 7 
25.548 

6 
568.366 

6 6 5 5 4 
273 374.279 87.721 468.452 

4 
21. 737 

3 2 
o -62.426 

9 8 8 
o 130.111 - 130.111 

2 0 
62.426 0 

7 7 
213.169 - 213.169 

149.892 - 91. 257 182.014 -182. 014 247.375 

6 6 
315.728 - 315.728 

655 
o 409.805 - 409.805 

5 
o 

J 
K 

4 4 3 3 2 
o 

1 
o 92.223 - 92.223 138.942 - 138. 942 

(11,0,0) J 
K 

(11,1,0) J 
K 

(11,2,0) J 
K 

11 
1650 

11 
1350 

11 
1050 

J 3 
K -7.426 

9 
1125 

10 
1449 

7 
700 

9 
909 

10 9 
1127 1241. 755 

2 
-69 

1 
23 

5 
375 

8 
936 

9 
690.245 

3 
150 

7 
552 

1 
25 

6 
531 

5 
279 

877 
690 753.821 396.179 

4 
234 

6 
345 

3 
90 

5 
387 

2 
45 

5 
165 

1 
-15 

4 3 
92 145.426 

(11,3,0) J 
K 

11 
750 

10 9 9 8 8 7 7 6 6 5 5 
9.977 805 913.394 466.606 1032.968 437.032 223.721 510.279 578.506 141. 494 230.023 

J 4 4 3 
K 252.168 - 82.168 -166.763 

3 
64.763 

2 
51 

1 
-17 

(11,4,0) J 
K 

11 
450 

10 9 9 8 8 7 7 7 6 6 5 
483 594.225 233.775 708.135 173.865 828.332 287.538 18.131 339.169 - 87.169 417.241 

J 5 
K -200. 262 

(11,5,0)J 11 
K 150 

J 5 
K -454. 366 

(12, 0, 0) J 12 
K 2106 

(12,1,0) J 
K 

(12,2,0) J 
K 

12 
1755 

12 
1404 

J 4 
K 80.846 

5 4 
98.020 - 296. 648 

4 
86.648 

10 9 9 
161 292.172 -16.172 

3 3 2 1 
147.906 - 21. 906 - 63 21 

8 8 7 7 
397.298 -103.298 517.824 - 231. 787 

5 5 
205.257 -35.892 

443 
273.216 -83.216 -155.636 

3 
41. 636 

2 
57 

10 8 
1485 972 

11 10 
1875 1226 

11 10 
1500 1635.477 

6 
567 

9 
1266 

10 
964.523 

3 
o 

2 2 
76.426 - 76. 426 

4 
270 

8 
789 

9 
975 

o 
o 

2 
81 

o 
o 

7 6 
773 444 

8 8 
599.201 1050.799 

5 
396 

7 
550 

7 
91.962 

6 6 6 
633.480-345.871 111.391 

1 
-19 

4 3 
191 135 

6 6 
305.969 594.031 

2 
30 

5 
225 

1 
-10 

4 
269.154 

(12,3,0) J 
K 

12 
1053 

11 10 10 9 9 8 8 7 7 6 6 
1125 1251. 147 698.853 1392.403 677.597 756.225 395.775 840.970 311. 030 388.597 133.403 

J 5 5 4 4 3 3 
K 425.641 24.359 151. 231 - 91. 231 145.245 - 181. 245 
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T ABLE I. (continued) 

(12,4,0) J 12 11 10 10 9 9 8 8 8 7 7 6 
K 702 750 874.359 425.641 1009.088 370.912 1151. 439 477.878 164.683 549.298 48.702 642.696 

J 6 6 5 5 4 4 4 3 2 2 0 
K 212.121 - 95. 817 216.187 - 216. 187 -324.526 281. 695 42.831 0 73.546 - 73. 546 0 

(12,5,0) J 12 11 10 10 9 9 8 8 8 7 7 7 
K 351 375 511. 507 138.493 638.709 51. 291 779.553 227.926 -110.479 918.293 270.150 - 243.443 

J 6 6 6 5 5 5 4 4 3 3 2 1 
K -377.824 371.787 48.038 -498.902 460.440 8.463 120.023 -100.023 -168.361 156.361 6 -2 

(12,6,0) J 12 11 10 10 9 9 8 8 8 7 7 7 
K 0 0 -172.049 172.049 -284.747 284.747 429.367 -429.367 -0 566.960 -566.960 0 

J 6 6 6 6 5 5 4 4 4 3 2 2 
K -698.844 698.844 138.430 -138.430 213.169 -213.169 -301. 257 301. 257 0 0 72.560 - 72. 560 

J 0 
K 0 

TABLE II. Eigenvalues K of the fourth order operator X<4) = T LL T. The first column gives the representations of SU(3), the rows 
give all possible values of the 0(3) label J and of K within the corresponding representation of SU(3). 

(0, o. 0) J 0 
K 0 

(1,0,0) J 1 
K -35 

(2,0,0) J 2 0 
K 63 -840 

(2,1,0) J 2 1 
K 63 -315 

(3,0,0) J 3 1 
K 342 -1323 

(3,1,0) J 3 2 
K 222 -105 

(4.0,0) J 4 2 
K 898 -1881 

(4.1. 0) J 4 3 
K 490 438 

(4,2.0) J 4 3 
K 354 270 

(5,0,0) J 5 3 
K 1875 - 2562 

(5,1 0) J 5 4 
K 963 1458 

(5,2.0) J 5 4 
K 507 922 

(6.0,0) J 6 4 
K 3465 -3366 

(6,1,0) J 6 5 
K 1785 3147 

(6,2,0) J 6 5 
K 777 1995 

(6,3,0) J 6 5 
K 441 1611 

(7,0,0) J 7 5 
K 5908 -4245 

(7,1,0) J 7 6 
K 3148 5745 

(7,2,0) J 7 6 
K 1308 3681 
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1 
-1043 

0 
-2352 

2 
-1617 

2 
-297 

1 
-3347 

3 
- 2466 

3 
- 2307.729 

2 
-4689 

4 
-3638 

4 
- 3678.851 

4 
-3654 

3 
-6522 

5 
- 5133 

5 
- 5596. 600 

1 
-1547 

2 
-1449 

2 
-1881 

3 
543.729 

0 
-4536 

3 
-2154 

4 
2114,851 

4 
1530 

1 
-6107 

4 
- 2318 

5 
4642.600 

o 
-2016 

1 
-2691 

2 
-1185 

2 
-4065 

3 
-1578 

3 
-954 

3 
-6114 

4 
-2094 

1 
-2699 

1 
-3419 

2 
-3825 

3 
774 

2 
-4425 

3 
- 5836. 759 

2 0 
-1617 -3864 

2 1 
-3825 -3051 

1 
-4979 

3 2 1 
-1543.241 -2745 - 5091 
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K = ° for kt even, k2 even, 2 .s k2 .s kt - 2, 

= - 3{kt - 2k2± ((k t -2k2)2 +15(kt + l)(k t +3)]112} 

for k t even, k2 odd, 3.s k2.s kt - 3, 

=-9(kt +3) forkteven, k2 odd, k2=kt-1, 

= 9(kt + 3) for kt even, k2 odd, k2 = 1, 

= 3{2kt - k2 + 3 ± ((2k t - k2 + 3)2 + 15k2(k2 + 2)]112} 

for kt odd, k2 even, 2 .sk2.s kt - 3, 

= - 9(k t - 1) for kt odd, k2 even, k2 = kt - 1, 

= 6(2kt + 3) for k t odd, k2 even, k2 = 0, 

= - 3{kt +k2+3±((kl +k2 +3)2 +15(kt - k2)(kt - k2 +2)]t/2 

fork t odd, k2 odd, 3 .sk2 .skt - 2, 

= - 6(2kt + 3) for kt odd, k2 odd, kt = k2' 

= 9(kt - 1) for kt odd, k2 odd, k2 = 1. (50) 

J=k t - 2: We have 

K = - ~ {(2k t + l)(kt + 1)(2k2 - k t ) 

± 6(- 4k~k2(kt- k2) +kt+2k~- k~ - 2kt _1]t/2}, (51) 

valid for 2 .s k2 .s kt - 2 (if k2 is outside these bounds, 
there is no degeneracy and we can use Eqs. (47) and 
(48)]. 

J=k t - 3: We have 

K = - M(2k t + l)(k t + 3)(2k2 - k t ) 

±6(- 4k~k2(kt- k2) +k1 +6k~ - 9ki - 6k t +9]1/2} 

for 3 .s k2 .s k t - 3 

= ± ~(2kt + l)(kt +l)(kt - 6) for k2 = 2 or kt - 2. (52) 

For k2 = 0,1, kt - 1 or kt, see (47) and (48). 

k2=2: We have 

K =M(2kt + 1)(J - 2)(J + 3) 

± 6 [J(J -1)(J + 1)(J + 2) + (2k t + 1)2]1/2} for k t - J even 

= ~(2k2 + 1) [J(J + 1) -12] for kt-J odd 

(53) 

[the first formula holds for 2 .sJ.skt - 2; otherwise there 
is no degeneracy-see (43)-(46)]. 

k2 = 3: We have 

K = H30kt - (2k t - 3)J(J + 1) 

± 6(16ki - 4ktJ(J +1) +r+ (J- 3)(J -1)(2J +3)]t/2} 

for kt-J even, .3 .sJ.skt - 3, (54) 

K = H30kt - (2k t + 3)J(J + 1) 

± 6(16ki +4ktJ(J +1) +J4 + (J - 3)(J -1)(2J +3)]112} 

for kt-J odd, 3 .sJ.skt - 3. 

For J.s 2 or J ~ kt - 2 see earlier formulas. 

k2 = k - 2 and kt - 3: These are contragredient to k2 = 2 
and k2 = 3. Hence formulas (53) and (54) apply with re­
versed signs. 

Further explicit formulas (for J = 4, 5, kt - 4, kt - 5, 
k2 = 4, 5, kt - 4, kt - 5) could be obtained by solving cubic 
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equations (that may in some cases reduce to quadratic 
or linear ones), and we could proceed even further by 
solving quartic equations. We have, however, decided 
not to proceed in this direction. 

Let us make a few further comments: 

1. The eigenvalues of the operators X (i) coincide for 
the U(3) representation (mt3 , m23' m33) and the SU(3) 
representation (m t3 - m 33, m 23 - mgg) '" (kt, k 2). 

2. For any self- contragredient representation, i. e. , 
such that mt3 - m33 = 2(m23 - mgg), and for any fixed value 
of J, the sum of all eigenvalues of X (3lcorresponding to 
J equals zero. More precisely, one has 

~ jmt2 m22iX(3l i m t2 m22) = ° (55) 
m11+mt2+m23=J+3m33\ ml1 ml1' 

This property is evidently connected to the auto­
morphism Tj--T;, Lj-L;, forwhichX(3l_-X(3l. 

3. A given eigenvector IJMK~ of X(i) belonging to a 
representation space of (m t3 , m 23 , m 33) is readily con­
structed if one knows all eigenvalues K J belonging to 
(m I3 , m 23 , m 33). Indeed, 

[JMK ) - II (X(I)-K.)1fJ (56) 
t JH J , 

where 1fJ is an arbitrary vector from the representation 
space of (mt3, m23, m 33 ) such that 

(1fJ[JMKt );tO. 

4. CONCLUSIONS 

The contents of this article can be summarized as 
follows: 

1. We have shown that for an arbitrary semisimple 
group G and its semisimple subgroup H there exists only 
a finite number of independent scalars with respect to 
H in the enveloping algebra of G. 

2. We have derived a generating function for the num­
ber of 0(3) invariants of any given order in the envelop­
ing algebra of SU(3). The method is quite general and 
can be applied to any (semisimple) group G and its 
(semisimple) subgroup H. 

3. We have used the above results to prove that be­
sides the Casimir operators of SU(3) and angular mo­
mentum L2 only two other independent 0(3) scalars exist 
in the enveloping algebra of SU(3), namely X(3l = LaTabLb 
and X(4l = LaTabTbcLc (both of these operators have al­
ready made an appearance in the literature6,to, 13). Either 
of these operators (or an arbitrary nontrivial poly­
nomial in e(2l, e<3l, L2, X(3), X<4l, and L 3) can be used 
to resolve the missing label problem in the SU(3)::J 0(3) 
::J 0(2) reduction. 

4. We consider the basis functions 

(57) 

for irreducible representations of U(3), where 
(mI3, m 23 , m 33) label the U(3) representation [kl = m 13 
- m 33 , k2 = m23 - m33 for SU(3)], J is an eigenvalue of L2, 
M of L 3, and K of X(i), i. e. , 

X (i) [ (m I3m23m 33)JMK) = K [ (mI3m23mdJMK) , i = 3 or 4. 

We also make use of the Gel'fand-Tseitlin formalism to 
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derive a simple algorithm for evaluating K for any rep­
resentation. The values of K are computed numerically 
for a large number of representations of SU(3) and 
presented in the tables (containing all representations 
of known phYSical interest). In the case when the mul­
tiplicity of the 0(3) representation J in the SU(3) rep­
resentation (kj, k 2) is 1 or 2, we give explicit formulas 
for the eigenvalues K of X(S), in terms of kj, k2' and J 
[see Eqs. (43)- (54)]. They are, of course, in agree­
ment with Table I. 

The eigenvalues K are integer whenever there is no 
degeneracy in J. If there are two or more multiplets 
with the same J, then the sum of the eigenvalues is in­
teger, although the individual K's are solutions of 
algebraic equations of order equal to the multiplicity 
of J in the given SU(3) representation, The eigenvalues 
K corresponding to the same J in contragredient rep­
resentations of SU(3) differ by a sign in the case of X (3) 

and remain unchanged forX(4). For self-contragradient 
representations the sum of all X (3) eigenvalues corre­
sponding to 0(3) multiplets with the same J equals zero: 
if there is only one multiplet with a given J = J o, then its 
K equals zero. 

We have chosen to present a smaller number of com­
puter calculated eigenvalues of X (4) in Table II, than for 
X(3) in Table I. The computer programs we have used 
are available on request and are suitable for arbitrary 
representations of SU(3). Similarly we have running 
programs for explicit construction of eigenvectors of 
X (3) and X <4l as linear combinations of Gel' fand­
Tseitlin patterns, and also a program for calculating 
matrix elements of any polynomial of U(3) generators 
relative to both the basis of patterns and to the basis 
(57). 

It should also be mentioned that a large amount of 
literature related inter alia to the SU(3) =:J 0(3) =:J 0(2) 
miSSing label problem exists. Besides the articles al­
ready quoted we mention the work of Biedenharn, 21 the 
review by Louck and Galbraith22 (containing numerous 
references) and the recent article by Asherova and 
Smirnov. 23 

Let us make a few comments on phYSical applications 
of the results of this paper. 

1. The fact that the basiS functions (57) form an 
orthonormal set is particularly helpful, e. g., if we are 
interested in calculating matrix elements of some 
operator Q (a Hamiltonian, a term in a Hamiltonian, a 
transition operator, etc.) that commutes with X (i) 

since we will then obtain selection rules with respect to 
K. Similarly, if some polynomial p(X<3),X<4), C(2), C(3), 

L2, L 3) commutes with Q, rather than X(3) itself, then 
this operator P should be used to provide the missing 
label. It is certainly of interest that the algebra of such 
polynomials is finitely generated. 

2. Various 0(3) scalars in the enveloping algebra of 
SU(3) have been succesfully used as models for two- and 
three- body forces. 7,24 One implication of the present 
results is the following: 

The only "fundamental" forces that can be introduced 
in an SU(3) scheme with an 0(3) invariant interaction 
are two-body forces involving C(2) and L2, three-body 
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forces involving C(3) andX<S), and four-body forces, 
involving X(4). Any other forces can be represented as 
polynomials in the fundamental ones. 

3. The formalism developed in this article has an 
amusing application in elementary particle phYSics. In­
deed, the problem of constructing a state vector for N 
identical pions in a state with definite isospin T can be 
solved by embedding an 0(3) group, related to the 
isospin, into an U(3) group. 25,26 The N-pion state will 
be characterized by the U(3) labels Nb N 2, Ns (with 
N = Nl +N2 +N3' Nl '" N2 '" N3 '" 0), the isospin T, charge 
Q = T3 and the degeneracy label K (the correspondence 
with the notations of the present article is Nl = m 13 , 
N2 = m23, N3 = m 33, T = L, Q = Lo). If K is identified with 
the eigenvalue of operator X(3) as in this article, it is 
possible to obtain rigorous limits on the charge distri­
bution of pions in N-pion production, following from 
isospin conservation and Bose statistics alone. This can 
then be done for arbitrary values of the isospin T; pre­
vious considerations25,26 were restricted to T = 0 and 1, 
when no degeneracies occur. The results are presented 
in a separate article. 27 

Other group-subgroup chains of phYSical interest with 
a missing label problem are presently being con­
Sidered. Work in progress on the Wigner supermultip­
let scheme SU(4) =:J SU(2) XSU(2) (two missing labels) and 
also the schemes SO(5) =:J SU(2) x U(I) (one missing), 
SO(5) =:J SO(3) (two missing), and G2 =:J SO(3) (four labels 
missing). 
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Using the topological properties of phase contours, the phase contour diagram of a function in the 
complex plane is reduced to the simpler form of a bichromatic multigraph, which contains all the 
combinatorial characteristics regarding links between zeros and singularities of the function. It is 
found that the saddle points of the phase play an essential role in any such qualitative global 
description of the function, as can be anticipated from Morse theory. In the case of the scattering 
amplitude, constraints from symmetries, periodicity, or unitarity are seen to yield simplifications with 
interesting results concerning factorization and asymptotic behavior. 

1. INTRODUCTION 

Qualitative methods of analysis1 have been known to 
provide useful insight into the nature of the solutions of 
complicated dynamical problems, where a quantitative 
solution turns out to be impossible or extremely difficult 
to obtain. They are valuable in establishing existence 
and consistency conditions and in indicating peculiarities 
of the solution, so that the subsequent application of 
quantitative methods for an exact or approximate solu­
tion may be facilitated. It is of course also possible that 
the particular problem of interest has no quantitative 
content, so that qualitative methods alone can suffice. 

The richness of the singularity spectrum of the strong 
interaction amplitude, which makes an analytical solu­
tion difficult, provides a nontrivial and interesting field 
for the application of certain qualitative methods, espe­
cially those of a topological nature. Of all the different 
approaches to the study of symmetry and consistency 
conditions for scattering amplitudes, that which most 
successfully exploits the global topological properties is 
probably the phase contour method, 2-9 where patterns of 
singularities and zeros of amplitude functions related by 
crossing or some other symmetry have been investigated 
using specific dynamical models, like Regge asymptotic 
behavior, or more general physical prinCiples, like 
unitarity or hermiticity, but without resorting to numer­
ics for most results. On the other hand, by analyzing 
the data with dispersion relations, one can obtainlO,ll 
the phenomenological picture of such patterns, showing 
intimate relations between specific zeros and poles of 
the amplitude. Such relations probably have more topo­
logical than geometriC Significance, because the com­
plications from a complex background or kinematic pe­
culiarities usually destroy the usefulness of metric-de­
pendent geometrical concepts like linearity or convexity, 
while topological invariants are less likely to be affected 
by errors in the data or by perturbative correction 
terms in a theoretical study. 

In previous applications of the phase contour method 
more emphasis was laid on the physical content than on 
the topological side of the approach. This left certain 
mathematically undesirable features in the treatment, 
e. g., ambiguity in the labeling of phase and arbitrari­
ness in the spacing of phase contours. Besides, the 
crucial dependence on visual presentation made any 
generalization of such techniques to complex spaces of 
multiple dimensions obscure and impracticable. The 
usefulness of topological methods, especially of the 
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critical point theory of Morse, 12-14,1 in the global analy­
sis of complex functions has been of great interest to 
mathematicians in recent years. In this paper we intend 
to introduce the concept of topological invariants in the 
study of phase contour diagrams and show the relevance 
of critical pOints and of Morse theory in this context. In 
the case of a Single complex variable we shall show how 
phase contour diagrams (peD's) can be reduced to 
graphs containing all the combinatorial information re­
lating poles, zeros, and critical points. We shall follow 
a rather heuristic line so that the formalism may remain 
sufficiently transparent to show its relation to the pre­
vious works with the phase contour method. 

In Sec. 2 the phase contour diagram is redefined on a 
more abstract footing than previously. We use the con­
cept of bundles of phase contours connecting sources of 
opposite polarity. In Sec. 3 we show how homotopical 
equivalence of contours allows us to derive bichromatic 
multigraphs15 from the peD's. We indicate the impor­
tance of the critical points of the function in a compre­
hensive topological description of these graphs and 
hence also of the original peD's. In Sec. 4 we look into 
the consequences of physical constraints, like her­
miticity, positivity over the cut from unitarity, asymp­
totic behavior, and periodicity in the patterns of zeros 
and poles. 

2. PHASE CONTOUR DIAGRAMS 

Let F be a complex function defined in an n-dimen­
sional complex space en with points z = (Zl' Z2' ••• ,zn)' 
The phase of the function is defined, as usual, as the 
real-valued function 

</>(Z) = 1m log F(z). (2. 1) 

We define phase contours Pi in the space en as the con­
nected sets of points Pi c en, such that </>(z) =Ki (a con­
stant) for all z E Pi' Since the n-dimensional complex 
space corresponds to a 2n-dimensional real space, the 
Pi are, because of the single constraint (2.1), (2n-1)­
dimensional real subspaces in this real space. If we 
consider functions of a single complex variable z == Zl' 

the phase contours are simply the familiar contour 
curves in the complex z plane. Usually2-11 a peD is de­
fined as the collection of Pi drawn at regular intervals 
~ with Ki =Ko + i~ (i = 0,1,2, ... ), on the whole z space 
or a section of this space. However, the arbitrariness 
of Ko and ~ introduces an unsatisfactory discrete de­
scription of a generally continuous function </>. In this 
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paper we shall define a phase contour diagram D as the 
collection of all Pi corresponding to every value Ki in 
the range of cpo According to this definition, any point 
where the phase cp is defined must lie on a phase con­
tour Pi' 

In a similar way one can define a modulus contour 
diagram with the modulus /.1. of F given by 

/.1.(z)=Re log F(z), (2.2) 

for all z E Cn where log F is defined. These again are 
(2n - 1)-dimensional real subspaces, or one-dimensional 
curves if n= 1. In the latter case, phase and modulus 
contours form two orthogonal families of curves, by 
Cauchy-Riemann conditions, spanning all pOints of the 
complex space where log F is defined. The logarithm 
has branch points at the origin and at infinity. Hence cp 
and /.1. are defined everywhere, except where F has a 
Singularity or a zero and along cuts joining the zeros 
and the singular points. The behavior of phase contours 
i?_ the neighborhood of a singular point or a zero depends 
on its type and order. In the neighborhood of an essential 
singularity or an exponential zero, phase or modulus 
contours are not well defined. We shall consider only 
isolated singular points and zeros of finite order. Let 
F be factorizable into the form 

F(z)=(z - zi)"'if(z), (2.3) 

where eli is a positive or negative integer, f(z) being 
regular and nonzero at zi' The phase cp is the sum of 
the phases of the two factors 

cp(z) = eli 1m log(z - z i) + 1m logf(z). (2.4) 

Since the second term is regular near zi' by choosing a 
disk small enough around Zi its variation can be made 
as small as desired, so that we can effectively replace 
it by a constant within the disk and on its boundary. At 
the boundary of the disk z = z i + r e iB we have 

(2.5) 

On a complete rotation around zp rp changes by 2el i1T, 

necessitating a branch cut. However, the different 
sheets of this logarithmic singularity differ only by 
multiples of this constant 2 el i 1T, changing the label cp i of 
every phase contour Pp leaving the Pi themselves and, 
hence, the PCD invariant. It is, therefore, sufficient to 
consider just one sheet. 

If eli> 0, i. e., Zi is a zero, rp increases for an anti­
cyclic rotation around Zi' We shall call Zi a source of 
strength eli' Similarly, if eli < 0, i. e., if Zi is a singu­
larity of F(z), rp decreases for an anticyclic rotation 
around zp which will be called a sink of strength eli' or 
a source of strength - eli' These terms are borrowed 
from the obvious electrostatic and hydrodynamic anal­
ogies. We shall also use the term "source" generally to 
indicate either a source or a sink. 

Lemma 2.1: Pi are continuous open sets with sources 
and sinks as their limit points. 

Proof: The continuity of Pi at regular points follows 
from cp being a harmonic function and satisfying 
Laplace's equation. Closed loops of Pi are not possible 
because then the orthogonal modulus contours entering 
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the region bounded by Pi must either converge to one or 
more points, which is impossible even at Singularities 
of F, or pass out of the region through another point of 
Pi' In the latter case, modulus contours must exist 
whose two points of intersection with Pi approach coin­
cidence, i. e., the modulus contour becomes tangential 
to Pi' This too is forbidden by the orthogonality con­
dition. Hence all Pi must be open and have singularities 
of log F as limit points. 

Let B be the set of all Pi such that the subspace Xc C n 

covered by the set B={Pir is arcwise connected, We 
call B a phase bundle, in loose analogy with fiber bun­
dles, as the connected and continuous set B may be con­
sidered to fib rate the space X, though the definition of 
the base space becomes complicated because different 
ends of different Pi E B may have different singularities 
as limit points. If all Pi E B have the same two limit 
points, we shall call it a closed bundle. Henceforth only 
closed bundles will be considered and for brevity these 
will be called simply bundles. We shall call the differ­
ence between the extremal phases in B its thickness. 

Lemma 2.2 The limit points of a phase bundle of non­
zero thickness are sources of opposite polarity. 

Proof: If DAis a small disk around the limit point A, 
with the boundary aD A' we have seen in Eq. (2. 5) that 
the Pi form a monotonic sequence on an arc of aD A' 

Since different Pi cannot intersect, on a continuous de­
formation and translation of the arc from aD A to aD B' 

the boundary of a small disk around the other limit point 
E, the sequence will remain unaltered with respect to A, 
but the orientation with respect to B will be opposite to 
that at A. Hence, again from Eq. (2. 5), the el at B must 
have a sign opposite to that of A. 

Lemma 2.3: If Bab and BbC are two different bundles 
sharing the limit point b, but with the other end points 
~ and £. different, and if Babn B bc* cp, then this intersec­
tion contains a critical point of the function. 

Proof: If the intersection is nonzero, it must be the 
whole or part of the adjacent boundary contour. It cannot 
be the whole contour because, by assumption, the other 
limit points a and c are different. Hence it can only be 
part of the boundary contour which must at some point 
split into two branches to join the different limit points 
~ and £.. At the branching point, a tangent to the contour 
must become indeterminate. From the definition of the 
phase, Eq. (2.1), and from the Cauchy-Riemann con­
ditions, it can be seen that at the branching point 

dF 
d(lnF) = - = O. 

F 
(2.6) 

However, F cannot be infinite at an analytiC point of the 
function, so that we must have dF = 0, which makes the 
branching point of the contour a critical point of the 
functions cp and Jl. If it is a nondegenerate critical point, 
i. e. if the Hessian 

does not vanish, then it would have12 two eigenvalues of 
opposite Sign and the critical point would be a saddle 
point. We shall call the contour attached to the critical 
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point, the critical value contour. Obviously the thickness 
of a bundle is equal to the difference between the phases 
on the critical value contours bounding it. 

If CY i is a nonintegral real number, F has an algebraic 
branch point at Zi with a finite (if CY i is a rational frac­
tion) or an infinite (if CY j is irrational) number of 
Riemannian sheets. If F has only algebraic Singularities, 
it can be seen from Eqs. (2.3) to (2.5) that the peD's 
on all sheets of F are identical, except for a constant 
shift in the labeling of all contours on each sheet. If the 
branch cuts are taken along the phase contours, no con­
tours move from one sheet to another, so that each sheet 
becomes self-contained. Similarly, the logarithmic cut 
associated with poles and zeros of integral order are 
also made harmless by choosing it along a Pi in a bun­
dle B. Then B becomes effectively the union of two bun­
dles 

(2.7) 

separated by the cut. However, if explicit labeling of 
the phase is avoided (e. g., if we consider only proper­
ties of !:he differential dl/>, which is well defined and has 
no logarithmic cut at regular points of F, and is suffi­
cient to determine the singularities and zeros of F as 
well as the critical points of 1/», then B can be con­
sidered to be a single effective bundle with a thickness 
tB given by 

which is invariant with respect to the choice of the Pi 
chosen for the cut, i. e., with respect to the particular 
partition of B into Bl and B2. 

By mapping a cut sheet stereographically in the usual 
way onto the unit sphere, the "point at infinity" can be 
treated as any other point. From Eq. (2.3) we can get 
a source-sink duality on this sphere; every source of 
strength CY (positive or negative) at a finite point must 
be accompanied by a source of strength - CY at the point 
at infinity. 

Theorem 2.1: For a function with only algebraic sin­
gularities (including nonrational orders) the algebraic 
sum of the thickness of the phase bundles leaking into 
adjoining sheets through the cuts is zero. 

Proof: Since F is by assumption completely factor­
izable into the form of Eq. (2.3), the point at infinity is 
a source of strength equal, but opposite in sign, to the 
algebraic sum of the strengths of sources at finite 
points. By Laplace's equation, no other sources exist 
on a particular sheet; hence, bundles crOSSing into 
another sheet must return to join a source of opposite 
strength on the same sheet, or be cancelled by a bundle 
of opposite thickness emerging from the uncompensated 
source passing into another sheet, or the bundle may 
have both end points on other sheets. In each case we 
can see that the net thickness of flux bundles passing out 
of the branch cuts is zero. 

Corollary 2.1: The algebraic sum of the thickness of 
phase bundles passing into each algebraic branch cut is 
zero. This follows from the fact that all the sheets of an 
algebraic branch point are interconnected through the 
same branch cut, and the net flow of phase bundles into 
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each sheet is zero (by Theorem 2.1). Therefore, all 
leakages into other sheets may be regarded as ineffective 
crOSSings of the branch cut which were mentioned by 
Eden et al. 2,3 However, this will not be true in general 
when different sheets have different Singularity struc­
tures, as in the case of the physical scattering amplitude 
or a properly unitarized model of it. 

3. GRAPHICAL REPRESENTATIONS 

Given a bundle B, all Pi E B (except the extremals, 
which, being critical value contours, have branches and 
hence a more complicated topology) can be continuously 
transformed into one another, i. e., there exist map­
pings homotopic relative to the end pOints giving all the 
Pi E B - oB(=o1j). In other words, all Pi E 13 are derivable 
from mappings belonging to a unique homotopic equiva­
lence class. This would also extend to the case of the 
compound bundle rEq. (2.7)] of an algebraic function, if 
contours on other sheets are identified with their images 
on the original sheet. So far as the combinatorial prob­
lem of the linkages between zeros and poles is con­
cerned, for many purposes it is sufficient to consider 
only the equivalence classes of contuours, as individual 
contours within a bundle are of little topological interest. 

We shall call the set of singular points of the phase 
and the hO-T-0topically equivalent classes of Pi (or the 
open sets B) represented by arcs connecting the relevant 
limit points, a graphical representation of the peD, or 
a phase contour graph (peG). A peG has the same 
homotopy type as the peD from which it is derived. 

In general a peG would be a multigraph, i. e., mul­
tiple arcs between the same vertices would exist, pro­
vided they are homotopically inequivalent. We can give 
an arc a weight equal to the thickness of the bundle it 
represents. Obviously the algebraic sum of the weights 
of the arcs of wf meeting at a vertex i indicates the 
strength and type of its singularity: 

(3.1) 

where CY i is the index used in Eq. (2.3) to show the na­
ture of the phase Singularity at Zj' We shall use the 
sign convention that an anti cyclic rotation of increasing 
phase in the peD corresponds to an outgoing positive 
weight for the arc representing the bundle, in conformity 
with our use of the terms "source" and "sink" in the 
previous section. 

Since Bl n B2 = I/> for any two bundles Bl and B2 in a 
peD, the arcs representing iJ1 and B2 cannot intersect 
either. Hence a peG is a planar graph. If only arcs of 
finite weight are considered, we can see from Lemma 
2. 2, which states that bundles of finite thickness must 
connect sources of opposite sign, that the peG must be 
a bichromatic graph, i. e., a graph where the vertices 
belong to two distinct classes and the arcs join vertices 
of only different types. The peD's of an algebraic func­
tion being identical on all sheets, so will be the peG's. 

Lemma 3.1: The faces of a peG are homotopiC to the 
critical value contours and the associated critical points. 

Proof: Let D be a peD with sinks and sources Sj and 
phase bundles B1, connecting Sj with S}' Let G be the 
peG of D with vertices Vi and arcs a1J connecting Vj with 
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FIG. 1. A maximal bichromatic multigraph with periphery 
C1 U C2• A third vertex V' would result in a new arc C'. A is 
the inner part of the graph. 

Vj' Let h be a _set of _homotopic mappings h: B~j - a~j' 
But D =U Sj U B~j U oB~i and G =UvjU a7 j Ufp where f, 
are the faces. The mappings h being homotopic relative 
to the set {Sj}, Vj can be identified with Sj. Hence the 
rest of D is mapped onto the rest of G, i. e., U oE~j - uf, 
Matching individual connected components we get a one­
to-one correspondence between the critical value con­
tours of D and the faces of G. 

Theorem 3.1: The PCG is maximally connected in the 
absence of degenerate critical points. 

Proof: Let D be the PCD of the function and G its 
graphical representation. If G is not maximally con­
nected, there exists a source-sink pair (v j , Vj) E G, 
which can be connected by an arc aji homotopically dis­
tinct from the arcs already present. Let h be the set of 
homotopic mappings h:D - G. Now, (h-1 aji) nm ," Bm" 

= cP (for 1!m" witE- m = i, n = j does not exist). Hence 
h-1ajjcoBjkU oBjl' for some k*j and some l*i. Let 
oD j be the boundary of a small disk around i. A point on 
oD. on the other side of B ik must belong to another bun­
dl~, Eik,. Similarly, there is another bundle Bj/' sepa­
rated, in part, by oD j/" So au is the image of part of a 
critical value contour which has at least six endpoints: 
i,j, k, l, k', and l'. But by Morse theory a nondegenerate 
critical value contour in a two-dimensional manifold can 
only have four branches. Hence, if there is no degener­
acy, 13 Ij and its graphical image ajj must already exist, 
making G a maximally connected graph. 

Corollary 3.1: The faces of a PCG are quadrilaterals. 
The proof is similar to the case for maximal bichro­
matic graphs without multiple arcs. First, it is obvious 
that a face of a bichromatic graph can have only an even 
number of vertices and sides. As a face cannot be 
bounded by two homotopically distinct arcs, the mini­
mum number of sides is four. If there are more than 
two vertices of either color, then, in addition to its two 
arcs connecting a vertex with adjacent vertices of op­
posite color, a diagonal can be drawn from it to a third 
vertex of opposite color on the periphery of the face. If 
the graph is maximal, such an arc must already exist, 
but the face would then split into two faces. Hence each 
face must contain exactly four vertices (two of each 
color) on its boundary. 

From the PCG, two graphs of interest can be de­
rived-the dual graph and the medial graph. The dual 
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graph is constructed by joining the midpoint (in the to­
pological sense, meaning any interior pOint) of every 
face with the midpoints of its boundary arcs. We shall 
also consider the domain exterior to the graph as a 
face, though unlike the other faces this will not be a 
quadrilateral. 

Lemma 3.2: The outermost circuit of a maximal 
bichromatic multigraph consists of only two arcs. 

Proof: If there is a second vertex of either color on 
this circuit, it can be joined to the adjacent vertex of 
opposite color with an arc surrounding the entire graph 
except the original linkage between the two vertices 
(Fig. 1) that forms a new periphery. But this is impos­
sible because the graph is already maximally connected. 

Theorem 3.2: The dual graph of the PCG is the 
graphical equivalent of the modulus contour diagram. By 
a graphical equivalent we mean that noniritersecting 
cycles of this dual graph represent all the different 
homological equivalence classes of modulus contour 
cycles of the modulus contour diagram. 

Proof: The modulus contours, being orthogonal to the 
phase contours, should encircle the sources and sinks. 
The homological equivalence class of a modulus contour 
depends only on the particular pole or zero it encloses. 
If the modulus increases away from the region bounded 
by the contour we shall give the contour a cyclic sense. 
In this case we have a pole inSide, and with opposite 
orientation and growth rate we can associate a zero. 
Since each face represents a critical point, joining ad­
jacent critical points by lines bisecting the arcs of the 
original PCG, we essentially generate loops around the 
sources and sinks, and hence the homology classes of 
the modulus contours. The proper orientation of the cy­
cles follows by giving each segment between successive 
critical points a direction agreeing with the Cauchy­
Riemann conditions. 

It is easy to verify, by simple counting, that the to­
pology of the PCG, even when accompanied by the spe­
cification of the arc weights, cannot determine the func­
tion completely. For example, the function 

will have a graph of four vertices, two of each color, 
and in general five topologically-distinct arcs (Fig. 2). 
There are only two independent weights corresponding 
to the loops, but the function F has ten real parameters 
from the five complex parameters C, z1> Z2' Z3' and Z4' 

This indicates the existence of a class of transforma­
tions under which the topology and the weights of the 
arcs remain invariant. 

A change in the topology occurs when one or more of 
the arc weights go to zero, which can happen (as we 
shall see in the next section) whenever the sinks and 
sources move into a pattern with a reflection symmetry. 
The weights remain unchanged if the critical values re­
main invariant under the transformation which may 
change the positions of the sources and the sinks and 
also of the critical points. 

If Z = Z(Zi) is a multivalued function giving the critical 
points z in terms of the sources and sinks z i' it is ob-
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FIG. 2. A maximal bichromatic 
multi graph with four vertices. 

tained by solving the condition for the critical point: 
(df/dz) = 0, with f= logF. If we now consider f(z, Zj) 
with z = Z(Zi)' we get 

(3.3) 

because (of/oz) = 0 as z is a critical point. Hence for 
stationary critical values the infinitesimal transforma­
tions of the poles and zeros dz j must satisfy the con­
dition 

where Z is obtained from the solution, in z, of 

of(Z, Zj) =0. 
oz 

(3.4) 

(3.5) 

If F(z, Zi) is factorizable into its sources and sinks, as 
in the case of an algebraic function 

F(Z,Zi)=TIFj(z,Zj)' (3.6) 

then the critical point is given by [with Fj :; (oF;/oz)] 

L.;[F;(Z - zj)/F/(z - Zj)]=O, (3.7) 

and the condition for weight-invariant transformations 
becomes 

L.;[F'/z - zj)/Fj(z - z/)]dz/=O. (3.8) 

All linear transformations 

Zi -azi + b, (3.9) 

where a and b are complex constants indicating trans­
lation, rotation, or dilatation of the PCD on the complex 
plane, keep the weights invariant. This reduces the 
number of parameters of the function from 2V + 2 (where 
V is the total number of vertices) to 2V - 2, indicating 
that many other solutions to Eqs. (3.7) and (3.8) re­
main outside the class given by the transformations of 
(3.9). 

The only nontrivial Betti number of a graph is the 
number of faces F in it. As we have seen before, this 
is equal to the number of saddle pOints of the phase, in 
the absence of any degeneracy resulting from symme­
tries or other special relations between the strengths 
and positions of the zeros and Singularities of the func­
tion, and preventing the graph from being maximally 
connected. 

Theorem 3.3: For a maximally connected bichromatic 
multi graph we have for the number of faces F = V - 2, 
where V is the total number of vertices of either color. 
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The proof is by induction. We have seen in Lemma 3,2 
that the circumference of a maximally connected bi­
chromatic multigraph contains one vertex of each color. 
If a new vertex appears outside this graph, it can be 
connected to the vertex of opposite color by two homo­
topically distinct arcs, which, together with the two 
arcs of the previous Circumference, form the four edges 
of a new quadrilateral face. With V = 4 we get F = 2, as 
can be verified by explicit construction. Hence, con­
structing graphs with V> 4 by adding new vertices and 
consequently faces from one with V = 4, we get the 
general relation F = V - 2. 

4. PHYSICAL CONSTRAINTS 

Our discussion of the PCGs in the previous section 
was mostly concerned with algebraic functions with 
similar Riemannian sheets. Models for the scattering 
amplitudes with only meromorphic functions exist, 
which satisfy important constraints like asymptotic 
Regge behavior, crossing symmetry, direct and crossed 
channel poles (though on the real axis of the single 
sheet). Unitarity involves the introduction of branch 
pOints of nonalgebraic nature-except the elastic branch 
point. 16 However, treating the cuts as effective sinks and 
sources according to the amount of phase leaking into or 
out of them, it is ~possible to consider only the physical 
sheet or a submanifold in it instead of the complete 
Riemannian surface and apply some of our results to the 
sub graph belonging to this region. 

A. :Symmetries and factorization 

We make the following observations: 

(a) Hermitian analyticity-A(S) =A *(S*)-makes the 
PCD on the physical sheet, and hence the PCG on this 
sheet, symmetric on reflection by the real axis. Only 
the labels of the P j change. 

(b) Other symmetries may exist, giving left-right 
symmetry of the graph, e. g., the crossing symmetry 
of the N + or B- amplitudes of rrN scattering or the rrorro 
scattering amplitude. Crossing anti symmetry as in N­
and B+ rrN -amplitudes would also produce symmetry on 
either side of the imaginary axis. 

Theorem 4. 1: Every reflection symmetry of the func­
tion leads to an increase in the number of components 
of the graph and the appearance of a degenerate critical 
value contour. 

Proof: Let S be the line of symmetry dividing the 
graph G into identical subgraphs A and B. We prove that 
A and B are disconnected. If any arc connects A and B, 
it must either be symmetrical itself under reflection on 
S, or have a symmetrical partner. Since an arc (which 
represents a phase bundle of finite thickness) can con­
nect only a source with a sink-by Lemma 2. 2-reflec­
tion symmetry rules out a symmetrical arc. Similarly, 
it symmetric partner is made impossible by planarity. 
fIence A and B must be disconnected components of the 
~raph of the function. Since no phase bundles cross S, 
:; itself must be a phase contour, say with phase cJ>. 
Even if A (or B) is maximally connected, its periphery 
nust contain a source and a sink (from Lemma 3.3). 
rhe phase contours with phase cJ> from these singulari-
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FIG. 3. Reflection symmetry: the subgraphs A and B are re­
flection symmetric with respect to the line S. 

ties must be connected with S, because (by Lemma 2.1) 
all phase contours must have sources and sinks as their 
limit pOints. Hence S must be part of a contour with at 
least six components (Fig. 3). By Morse theory, a non­
degenerate critical value contour can have only four 
components. So S must be a part of a degenerate critical 
value contour. The critical pOints can be either distinct 
or coincident. By the same arguments, it can be proved, 
in the case with vertices on the symmetry line, that 
though the graph does not split into disconnected com­
ponents, it ceases to be maximally connected. 

The existence of symmetries indicates the possibility 
of factorization of the amplitude into functionally similar 
components. Let F(z) be a crossing-symmetric ampli­
tude, Le., F(z)=F(-z). We can write the phase 
representationI7 

(4.1) 

where ± z i are the zeros, ± z j the poles, and 6(z') the 
phase of the contours leaking out of the physical sheet 
through the cuts. In Eq. (4.1) we can see that F(z) 
factorizes into f(z) and f( - z), with the two symmetric 
branch cuts and the symmetric poles and zeros separa­
ting into the two factors in any complementary 
combination. 

However, factorization of the amplitude does not in 
general lead to factorization of the graph into subgraphs 
corresponding to the factors. Because of the require­
ment of planarity, the graph of a function must be dif­
ferent in general from the superposition or any simple 
interconnection of the graphs of its factorial components. 
Connectivity, being a global property, depends not only 
on the individual strengths of the relevant sources and 
sinks, but also on the nature and position of all other 
sources. We mentioned towards the end of Sec. 3 how 
the weights of the arcs of the graph of an algebraic func­
tion are controlled by the positions and strengths of all 
the sources on any sheet. For a more complicated func­
tion like the scattering amplitude, where each sheet is 
expected to have a different pole-zero structure, the 
poles and zeros on other sheets influence the weights of 
the arcs on the sheet of interest in a complicated way. 
On the other hand, we know from the phase representa­
tion that the amplitude is fully known on the physical 
sheet if its poles and zeros on the same sheet and its 
phase along the branch cuts of this sheet are known. 
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Since the full content of analyticity is contained in the 
branch cuts, the weaker topological constraints on the 
PCG's can also be obtained by replacing the cuts (and 
therefore the connected sheets) by an effective combina­
tion of sources and sinks with strength related to the 
phase leak into the cut. If there are no oscillations in 
the phase along the cut, then obviously a single source 
or sink would suffice for the whole cut. In the presence 
of oscillations the cut may act as a source or a sink 
locally, but, if the scale of such OSCillations is small 
compared with the distance between the zeros and poles, 
we may take semilocal averages and reduce it to a sin­
gle vertex of an effective strength. 

B. Periodicity and infinite graphs 

Periodic pole and zero structures in amplitudes in­
duce periodicity in the PCG's with simplifications re­
sulting in interesting predictions. Zero width dual 
models provide a nontrivial test case. However, the 
linearity of the graph destroys all faces and removes the 
possibility of obtaining some knowledge of the nondegen­
erate critical pOints, which undoubtedly exist in the 
physical amplitude and would appear in properly uni­
tarized models, though at the price of breaking exact 
linearity and periodicity. 

Let us take a function F, with poles along the real axis 
at Xi == Xo + ia [i = 0, 1,2, ... , 00], and zeros also along the 
real axis and with the period b, x'i=x~+ib [i 
=0,1,2, ... ,00]. If a=b, we shall have an infinite linear 
graph (Fig. 4) with alternate poles and zeros, except 
for a possible sequence of only poles or zeros at the 
finite end. At sufficiently high z values we can expect 
the end effects to be minimal and the weights of the arcs 
connecting adjacent poles and zeros to settle down to 
constant values depending on the separation between 
adjacent poles and zeros. That there are no arcs going 
to the point at infinity from the vertices far from the 
finite end can be visualized as follOWS .. If we take a 
large circle with its whole circumference far from the 
finite end and with equal numbers of poles and zeros in­
side, then because of the constancy of the arc weights 
WI and w2 (Fig. 4) the net phase leaking to adjacent 
vertices will be zero. Consequently, because of the 
equality of poles and zeros within the circle, the amount 
of phase going to infinity will also be zero. Hence we 
must have WI + w2 = 21T. The power behavior at infinity is 
essentially determined by the uncompensated zeros or 
poles at the finite end as well as some phase leakage to 
infinity from all vertices near the origin. If we sum the 
total weight a from all the poles and zeros, except the 
point at infinity, with ao equal to the number of unpaired 
zeros or poles, 

O! = ao + 1 - 1 + 1 - 1 + . . . . (4.2) 

The sum of the series is indeterminate but bounded be­
tween ao + 1 and ao' If we use the factorized form for 
the function, then 

F = C ~;o(z - x'o - na) = c' r«xol a) - (z/ a» (4. 3) 
TIm=o (z - Xo - rna) r«x~/ a) - (z/ a» , 

with C' = Ca k
, k being the integral part of (xo - x'o)/ a. 

This has an asymptotic power behavior off the real axis: 
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taro 

~ ... 
taro 

FIG. 4. Periodic linear graph with alternate poles and zeros. 

1.2'1~" (' F(z) - (z/a) Xo-xo)/a, (4.4) 

where the index is actually the number of unmatched 
zeros at the finite end together with a fraction indicating 
the leakage of phase bundles from the nearby matched 
pairs as an end effect. That the analytic method is more 
powerful and gives the exact index, compared with the 
partial indeterminacy of the graphical method, can be 
expected from the fact that the latter does not use the 
separation between the zeros and the poles, but only the 
number of the excess. This uncertainty could possibly 
be remedied if the weights could be calculated without, 
of course, using full analyticity properties. However, 
as we have already seen, the exact weights of arcs can­
not be determined by only graphical and topological 
means, because different functions may have the same 
graphs but different, or even the same, weights. The 
constraints from periodic symmetry would work only for 
vertices away from the finite end. 

C. Unitarity and asymptotic behavior 

We have just seen how even a purely meromorphic 
function could have a nonintegral asymptotic power be­
havior due to an infinite number of poles and zeros. An 
algebraic function also, in general, must have noninte­
gral power behavior, because the source or sink at the 
point at infinity must be equal and opposite in sign to the 
algebraic sum of the strengths of all the sources and 
sinks in the finite plane, on each sheet as the sheets are 
identical. 

For a scattering amplitude the nature of the branch 
pOints are generally unknown. From the unitarity equa­
tion it can be shown16 that the elastic branch point is of 
the square root type. The other branch points are ex­
pected to be infinite-sheeted, with no symmetry to make 
the peD's on different sheets identical, as in the case 
of the purely algebraic function. 

However, we can still think of the total phase flux 
moving out of the physical sheet into the branch points 
or into the singularities of the unphysical sheets to be 
absorbed by an effective sink. For an amplitude without 
any Born poles and with identical left- and right-hand 
cuts, e. g., the symmetric pion-pion amplitude 
A(1T01TO _1T0 1TO), we get a very simple peG (Fig. 5) with 
two equal effective sources representing the two cuts, 
and one at infinity that balances them and gives the 
asymptotic behavior. For 4m! > t;:. 0, the imaginary part 
of the amplitude must remain positive throughout the 
cuts. Hence phase can vary, at most, from 0 to 1T over 
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each side of a cut, giving each cut a maximum possible 
strength of O! = + 1. So the sink at infinity has, at most, 
strength O!= - 2. Or, 

(4.5) 

as I s I - 00; 0 ",; t < 4m:. This result is identical to Jin and 
Martin'slB classic lower bound on the scattering ampli­
tude. However, we have ignored the possibility of loga­
rithmic terms, either at infinity or over the cuts. It is 
only to be expected that such a simple qualitative ap­
proach, which does not employ dispersion relations or 
the properties of Herglotz functions, 19 cannot be as 
powerful as Jin and Martin's more detailed analysis. 
Nevertheless, a graphical picture does give us a more 
natural inSight into the result which can be hidden in the 
details of analytical calculations. 

5. CONCLUSIONS 

We have tried in this work to indicate the topological 
aspects of the phase contour method for the analYSis of 
scattering amplitudes, with some help from the results 
of Morse theory. Although the difference in the topologi­
cal nature of ordiIlary contours and critical value con­
tours is well known from Morse theory, we have been 
able to show also that this difference in the homotopy 
types in the simple case of a one-dimensional complex 
manifold leads to the different components of a unique 
graph representing all topologically equivalent phase 
contour diagrams. We believe the phase contour graph 
is easier to handle mathematically and should provide as 
much qualitative, particularly combinatorial, informa­
tion regarding links between zeros and Singularities of 
the amplitude as the full peD. Observing that such a 
graph must in general be a maximally connected bichro­
!matic multigraph, we found numerical relations between 
the number of poles and zeros and the number of critical 
pOints of an algebraic function on any sheet. We also saw 
that periodicity can give us simple predictions about 
asymptotic behavior, and in the case of the physical 
scattering amplitude, unitarity can constrain the 
strengths of the vertices representing the cuts and hence 
the asymptotic power behavior-a result previously ob­
tained by Jin and Martin using dispersion relations. We 
have observed how the number of components of the 
graph can indicate the presence of symmetries of the 
function in the complex plane. 

Although the use of peG's is intuitive and heuristic 
and the results obtainable from it are only qualitative, 
this method probably concerns the more basic aspects 
of the scattering function and avoids the manifold prob-

00 

LHCO~--~X~----ORHC 

FIG. 5. peG with two cuts and point at infinity. 
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lems of detailed quantitative analysis. However, the full 
power of Morse theory and the topological aspects of 
pcn's can probably be felt in the multidimensional case, 
e. g .• for production amplitudes with zeros and poles in 
many complex variables, with higher dimensional 
simplicial complexes generalizing the concept of phase 
contour graphs. 
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Limits in systems exhibiting a one-dimensional phase 
transition 
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Recent spherical Ising models by Strecker and Gersch which exhibit one-dimensional phase 
transitions have shown that at the critical temperature € -+ 'Y2/3 , whereas inside the one phase region 
E_·y2. The models were unable to shed light on the behavior of this function as it passed through the 
vapor dome. Speculation might lead one to believe that a new type of singularity is present. Instead, 
we show that the exponent continuously changes from 2/3 to 2. A simple cubic polynomial controls 
the behavior of the E function. 

1. INTRODUCTION 

Interest in one-dimensional phase transitions is found 
in a number of fields, namely, superconductivity, polymer 
chemistry, thermodynamics, and statistical mechanics. 
Recently there has arisen the possibility that a new type 
of phase transition may be in the offing. 

The topic of one-dimensional phase transitions is im­
portant in the theory of superconductivity where recent 
discussions have taken place as to whether a whisker 
can become superconducting.l Further, there is interest 
in Little's2 work on long chain polymers which may be­
come super conducting. These long polymers often are 
basically one-dimensional systems. 

Using purely thermodynamic arguments, Landau and 
Lifshitz3 show that long range order is not possible in a 
one-dimensional system with finite range forces. Their 
arguments are relatively Simple and employ thermo­
dynamic potential functions. 

From the point of view of statistical mechanics 
models which undergo a phase transition in one dimen­
sion are of interest especially because proof or evidence 
for the existence of one-dimensional phase transitions is 
still inconclusive. Existence or nonexistence depends 
markedly upon the model employed. We do have Van 
Hove's4 famous work wherein he shows that a one­
dimensional system cannot exhibit a phase transition if 
the forces are of finite range. But even when one goes 
to long range forces the results as to whether there will 
be a phase transition depends upon the model. The deli­
cate nature of this type of transition is appreCiated when 
one makes a comparison of various similar models; the 
Kac modelS gives no phase transition whereas those of 
Kac, Uhlenbeck, and Hemmer,6 and Strecker7 and 
Gersch8 do. 

Recently Thouless9 and DysonlO have argued-not 
rigorously-that a phase transition of a completely new 
kind will possibly arise in a one-dimensional system in 
which the strength of the interaction behaves as r-2 • 

Some models, notably that of Carpenter and Strecker, 11 

which do exhibit one-dimensional phase transitions have 
interactions which behave as rex, 1 < a < 2; a = 2 re­
mains elusive and generally poses an un,solvable problem. 

We ought also to mention recent work by Anderson and 
Yuval12 in which a one-dimensional model has analogs 
in the Kondo effect. 

One of the unsolved problems in the work of Gersch8 
and Strecker7 is the behavior of the limiting function 
£ ~ y2/3 and £ ~ y2, the behavior of the function as one 
transverses through the point which marks the onset of 
the phase transitions. It is the work of this article to 
examine more closely this function and to prove that the 
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function is basically a simple cubic polynomial (Fig. 1) 
which displays a continuous behavior as one moves from 
the one-phase region into the two-phase region. 

These works by Strecker7 and by Gersch8 show the 
existence of a one-dimensional phase transition and the 
manner in which the transition arises due to the peculiar 
behavior of the saddle point. For both of these models, a 
normal saddle point exists for all positive values of the 
temperatures. In both models, the range of the inter­
action between elements of the system is specified by a 
parameter 1/y. The phase transition occurs at a critical 
temperature Teas the range of the interaction becomes 
infinite (y ~ 0). 

If y ;r! 0 the following applies. As T ~ 0 the saddle 
point approaches a limiting value z 0 that is independent 
of y. Let £ be the difference between the saddle point z s 

and the point z o. Then both Strecker and Gersch found 
that £ was proportional to y2/3(£ ~ y2/3) at the critical 
temperature T c and £ was proportional to y2 when the 
temperature was well belOW Tc' There was no evalua­
tion to show how the exponent of y went from 2/3 to 2 as 
the temperature dropped below T c' 

y(x) 

x 

FIG.l. Behavior of curve y(x) = x 3 + Ax - B where x =0 £112. Yo(x) is 
y(x) for A = O. y (x) has a single root and yo(x) has an inflection point at 
x = O. For A .. 0 the linear term Ax (dotted line) is superimposed on yo(x) 
to produce y(x) (broken curve). The different rates at which £ ... 0 for both 
regions T = Tc and T < Tc are continuously produced. 

Copyright © 1974 American Institute of Physics 1808 
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The behavior of the function in the intermediate region 
has been left unsolved; in the past the function describing 
this behavior could not be evaluated as one passes con­
tinuously through the transition region. 

In this article we show that the behavior of the function 
is a smoothly continuous function and we show how one 
passes continuously from the y2 behavior well within the 
transition region to the behavior when the thermodynamic 
parameters are exactly at the vapordome (y2/3). The be­
havior is not one of the sharp singularities as we might 
guess, but a smooth function, a simple cubic polynomial 
(Fig. 1). 

In this paper we will use the spherical ISing model of 
a one-dimensional spin system developed by Berlin and 
Kac13 with a square well interaction between spins. The 
"width" of the square well will be m lattice sites and its 
"depth" will be Jim. The range parameter correspond­
ing to 1/y above is m. The quantity E for this model will 
vary like m- 2/3 at T == T c and m-2 for T « T c in exactly 
the same fashion as in the model of Strecker and Gersch 
(replace 1/y by m). We finally obtain an expression that 
explicitly shows how y varies continuously from m-2/3 to 
m-2 as T decreases from T c. 

2. SYNOPSIS OF THE SPHERICAL MODEL 

The partition function for the spherical model13 is 
given in Eq. 2. 1. (We assume everyone is familiar-at 
least remotely-with the approximations and assumptions 
which lead to Eq. 2.1.) 

(2.1) 
We will now define 

~j==2~/Al and S==~{3AIZ. (2.2) 

Then in terms of these quantities, (2. 1) becomes 

Z == -. 11N/2 -{3A1 J . dz exp -N{3Al z 
A-I 1 20+ioo {1 
211t 2 Zo -'00 2 

- ~ ~ [~{3Al Z - ~(3(~1 ~j)J ~ 
2j 2 2 2 ) 

== -. 11N/2-{3~1 exp - - In -- . dz kl 1 [ N ({3Al)~J 20+ ioo 

211t 2 2 2' 20-' 00 

x exp(~N{3AIZ -~ ~ (z - 2. AI.)) 
2 2 j 2 J 

20!o 2 1 
xzo = - > - -(3Al == 1. (2.3) 

{3A1 (3A1 2 

Next define 

1 N ~ 1 ) f(z)== lim-~ lnz--Aj 
N-+oo N j=2 2 

and (2.4) 

For N large, (2. 3) becomes approximately 

z == -. 11N/2 -(3~1 exp - - In _1 A-I 1 [ N ({3~ 1J 
211t 2 2 2 

z +·ioo 
X J o. dz(02 - 1)-lJ2e Ng(.z). (2.5) 

z 0- 1.00 
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The evaluation of the function f(02) will be carried out 
later in the sections devoted to specific models. 

The integral in (2.5) can be apprOximated by the 
method of steepest descents if a saddle point Zs can be 
found. The evaluation by the method of steepest descents 
yields 

Z = -. 11N/2 -{3~1 exp - - In _1 A-I 1 [ N ({3~)] 
211t 2 2 2 

x (02 _ 1)-It'2ieNg(zs) [_2_11 ___ J 1/2 
s Ng" (z.,) 

== (3A 1 r(N /2) ex [_!!. In ((3~1) J 
4NU/2)(,N-l) P 2 2 + Ng(z s) 

x [21TN(zs - l)g"(zs)J-l/2 (2.6) 

where the saddle point z s' if it eXists, satisfies the con­
ditions 

gl(ZS) == 0 and g"(zs) > O. 

In terms of the functionf(z), (2.7) is 

(3~1 =/'(zs) and f"(zs) < O. 

(2.7) 

(2.8) 

The saddle point will turn out to be real. It must also 
be greater than 1 because the real part of z in the inte­
gral (2.5) was restricted to be great~r than 1. 

To calculate the thermodynamic properties of our sys­
tem in the limit as N -7 OCJ, we will use the free energy 
per spin 1/1 defined by 

_}L == lim !.. InZ. 
kT N-+oo N 

(2.9) 

Using (2.6) in (2.9) we obtain 

1/1 1 1 Al A102 1 
- - == - - - - In- + _s - -f(z ) 

kT 2 2 kT 2kT 2 s· 
(2.10) 

From 1/1 we'may obtain the energy, entropy, and specific 
heat per particle by differentiating. 

U == kT2 -.!!:..-(- }L\ 
dT kT)' 

c == dU 
dT 

S = _ dl/l • 
dT 

Using (2.10) in (2.11) gives 

( 
1 Alzs ~1 dz 1 dZ) U == kT2 - _ -- + -- __ s _ _ fl(Z )_S 

2T 2kT2 2kT dT 2 s dT 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

where the two terms containing dzjdT in the first line 
cancel because of (2.8). Then (2.12) shows 

(2.15) 
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Equation (2.13) is 

S 1 k .!J.. "-I 1 1 dzs 
:= - 2 - 2'" In- + 2k + 2"-1-

kT dT 
dz 

- tkf(zs) - tkTf'(zs)-S 
dT 

:= - tk In~ - tkf(zs>. 
kT 

The dz.ldT terms cancelled because of (2.8). 

3. SQUARE WELL POTENTIAL 

(2.16) 

The square well potential is a modification of the 
nearest neighbor interaction. Each spin site interacts 
with its nearest m neighbors on either side while the 
interaction energy between a pair of spins is decreased 
by the same factor m. On account of thiS, the total 
energy per spin with all spins aligned is a constant in­
dependent of m and is the same as in the nearest neigh­
bor case (m = 1). This energy will be - J with J pOSi­
tive. 

The energy of a spin configuration for this potential 
is given by 

i = 2,3, ..• , m + 1, N, N - 1, •.• , N - m + 1 

otherwise 

At first sight, this system appears to approach the 
ideal case of noninteracting spins in the limit of m -) <Xl 

since the interaction of a spin with its neighbors goes to 
zero. However, our model will be shown to undergo a 
phase transition at the temperature 

Tc:= 2J/k. (3.1) 

The reason for this nonideal behavior is the existence 
of a nonzero potential energy per spin that doesn't 
vanish even as m -) <Xl. The critical temperature Tc is 
the temperature at which the thermal energy per spin 
tkT equals the energy J. 

Due to the development in Sec. 2, the problem of de­
ducing the thermodynamic behavior of our model has 
been reduced to finding the saddle point Zs satisfying 
(2. 8) and the function f(z) and its derivatives. The re­
normalized eigenvalues of the interaction matrix Mare 

2 ~ 21T "-'k:= - L..J cos-. (k - 1) 
m j=l NJ 

(3.2) 

From (2.6) the function fez) is 

f(z) = lim - L; In z -- L; cos ....!!...(k - 1) iN (1 m 
2 ~ 

N"'oo N.k=2 m j =1 Nj 

which becomes 

12fT ~ 1
m

) f(z) = - J, dw In z - - L; cosjw 
. 21T 0 m j =1 

= - 1. dw In z - - L; cosjw • 1" ~ 1 m ) 
1T 0 m j =1 

(3.3) 
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This integral cannot be evaluated in closed form so it 
will be apprOximated in Appendix B. The results show 
that 

fez) = Inz + Inm ~(z), 
m 

(3.4a) 

where ~ (z) is a function of z and m and can be bounded 
independent of z and m. When we speak of bounding a 
function independently of z, we are speaking of z real and 
greater than or equal to one. Also, 

(3.4b) 

for z sufficiently large. 

The saddle point Eq. (2.8) for this model is 

- ( dw- 1 Z - - L; cosjw :=-, 1 11 ~ 1 m ~-1 2J 
1T -b S m j= 1 kT 

(3.5) 

where we obtainedF(z) by differentiating (3.3). In (3.5), 
the integral cannot be evaluated in closed form. The left 
side of (3.5) must be approximated. The details of this 
approximation are carried out in Appendix A. The 
results are 

~ + 1 tan-1[~ (_a_) 112J + l1(zs) = 2J 
ZS 1T..Ja(zs - 1) m Zs - 1 m kT' 

(3.6a) 
where l1(Z) is a function of z and m that can be bounded 
independent of z or m. Also, 

lit _1[1T ( a )l12J + l1(Z) I < 1 
1T..Ja (z - 1) an ;; z - 1 -;;;- Z2 

(3.6b) 

for z sufficiently large. For future ease of discussion, 
we will give each of the three terms on the left side of 
(3.6) its own number. 

1 (3.7a) 

(3.7b) 
m 

(3.7c) 

By (3. 6b), we see that a first approximation to Zs is 

Zs = kT/2J (3.8) 

for 2J/kT « 1. This approximation is actually quite 
good for values of T very close to the critical tempera­
ture Tc. We will prove this statement in the following 
paragraphs. 

We define the temperature T' by 

2J/kT' = 1 - m-2 /3. (3.9) 

The exponent - 2/3 on the m is chosen for later con­
venience. The approximations we will develop for T> 
T' and T < T' will have the same order of magnitude at 
T' when T' is defined by (3.9). We now contend that (3.8) 
is a first approximation for all T ~ T'. This is proved 
by the use of the following self-consistent argument. 

Assume for a moment that (3.7a) is the only Sizable 
term in the saddle point equation (3.6a) for all T ~ T'. 
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If this is true then (3. 8) really is a first approximation 
to zs' The saddle point equation is approximately 

l/zs = 2J/kT. 

For T 2::: T' we have by using (3.9) in the last equation 

.-l = 2J < ~ = 1 _ m -2/3 

Zs kT kT' 
or 

Zs> 1/(1 - m-2 /3 ) ~ 1 + m-2 /3. 

Then Zs - 1 > m-2 /3 and we have for (3.7c) 

where we replaced the arctangent by its maximum 1T/2 
and O! by its approximate value im 2. For large m, this 
is clearly negligible compared to (3. 7a). Term (3.7b) is 
also small since 1) (zs) is bounded. Hence, for T 2::: T', the 
neglect of (3. 7b) and (3.7c) introduces an error of at 
most order m-2/3. 

If we assume for T» T' that (3.7b) and (3.7c) behave 
like c/z2 in accordance with (3. 6b) where C may depend 
on m but is of order m O = l;then a slightly better 
approximation to the saddle point Zs than (3. 8) may be 
obtained. 

For these large values of T, the saddle point equation 
is nearly 

Multiplying through by z; and solving the resulting 
quadratic equation gives z = {I + [1 + 2c(2J/kT)]1I2} / 
[2(2J/kT)]. Since 2J /kT ~ 1, the radical may be expand­
ed by the binomial expansion and the approximation 
Zs = (kT/2J) + C obtained. This result may be obtained 
more easily by writing the saddle point equation in the 
form 

Zs = (kT/2J)[1 + (C/zs )] 

and reiterating the first approximation (3.8): 

z =kT[l + (c)kT)] =kT + C. 
s 2J 2J 2J 

(3.10) 

In the region where T is close to T' but is larger than 
T' we can get another improvement on (3.8). In this 
region of temperature (3.7c) is much larger than (3. 7b) 
even though it is still much smaller than (3.7a). The 
argument of the arctangent is large so we may set the 
value of the arctangent to be 1T/2. The saddle point 
equation is approximately 

~+ 1 2J 
ZS UO!(zs-l) kT 

Since the second term on the left is much smaller than 
the first one, we will rewrite the equation in the form 

z = - 1 + s kT ( z ) 
s 2J Ua(zs - 1) 
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and use (3.8) and the method of successive approxima­
tions to obtain 

(3.11) 

valid for T 2::: T' and near T' • 

Now we are ready to consider the region T < T'. 
Since Zs will be within a range of about m-2 /3 of 1 and 
1)(zs)/m is a relatively slowly varying function of zs' we 
will replace this term by its value at z = 1. The argu­
ment of the arctangent will be much larger than 1 so that 
we will use the series 

1T 1 1 1 tan-1x - - - - + - - - + ... x > 1 
- 2 X 3x 3 5xs ' 

(3.12) 

in (3. 7c). The saddle point equation (3. 6a) becomes 

Define e by the equation 

Zs = 1 + e 

2J 

kT 
(3.13) 

(3.14) 

and substitute this in (3.13). We already know that the 
largest value e we may obtain is something on the order 
of m-2 /3. Therefore, we may use the binomial expansion 
to write l/z. in terms of e. Then (3.13) becomes 

1 _ e + e2 _ ••• + 1)(1) + _1_ [~ _ m (~) 112 
m 1T...fii€ 2 1T O! 

2J 
kT 

If we multiply through by e 1l2 and collect like powers 
of e together, we have 

_1_ + e lf2 (1 _ 2J + 1)(1) _~) _ e3/2 (1 _ ~) 
2Ta kT m 0!1T2 30!21T4 

+ ... + (_ 1)ne(2n+1)/2 [1 _ 1 (~\ 2n+1J 
(2n+ l)1TTa 1T..fa) 

+ ... = O. (3.15) 

First look at the general term 

(_ 1)ne<2n+1)/2 [1 _ 1 (~\ 2n+1l (3.16) 
(2 n + 1)1T..fa 1T{(i) J 

for n 2::: 2. The second term in the brackets is seen to 
always be of order l/m since O! is approximately im 2. 

Therefore, the 1 in the brackets is the largest term by 
far. The magnitude of the entire term is then deter­
mined by the factor e(2n+1)/2. We already know that for 
T < T' that e will be smaller than a quantity about the 
size of m- 2/ 3 • The higher order terms form an alter­
nating series and since the magnitude of the terms in 
this series is decreaSing, then the total contribution has 
an absolute value smaller than that of the first term. 
The first term is m(S/2)(-2/3) = m-S/3 or smaller in size. 
We will see shortly that this is m-1/3 smaller than the 
smallest possible value of any lower power of e. There-
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fore, we will neglect the terms in E5t2 and higher in the 
saddle point equation. The dependence of E on the temp­
erature will be essentially determined by the terms up 
to order E3/2. 

The E3/2 term has the same form as the general term. 

Approximating ex by -tJm 2 gives for this term 

- E3/2 (1-~). 
m7r4 

(3.17) 

This term will be larger than the neglected terms by 
a factor of l/E which will be at least m2/3. 

The term in E 1/2 is 

(3.18) 

ex was replaced by -tJm 2 • This term is larger than the 
neglected terms by a factor of about 

1812 

The expression 1 - 2J/kT can have a magnitude any­
where from 0 to ell. The largest value of E is about m-2/3 
so that we can see the smallest possible size of this 
term is larger than the neglected terms (3.16) by a 
factor of m 1/3 if we assume that 'I7(l)/m - 6/m7r2 is of 
order mO = 1. 

We will show shortly that the results are not much 
changed even if 'I7(l)/m - 6/m7r2 = O. 

The constant term 1/2.Ja ~ (~)1/2(1/m) is clearly 
much larger than the neglected terms. 

The saddle point equation is essentially 

£3/2 + E1/2 (2J _ 1 + _6 __ '17(1») _ 1. Ii = 0 (3.19) 
kT m7r2 m m V2 

when all the negligible terms are discarded. This is a 
cubic equation in E1/2 whose real solution is 

E1/2 = { _1_(!) 1/2 + [_3_ + l.. (2J _ 1 + _6 __ ?J(1») 3] 1/2 }1/3 

2m 2 8m 2 27 kT m7r2 m 

+ {~(!\ 1/2 _[_3_ + .!...(2J -1 + _6 __ '17(1») 3J 1/2}1/3 
2m 2) 8m 2 27 kT m1T2 m 

(3.20) 

This equation show the dependence of the saddle point 
on the interaction range m and the temperature T for 
T< T'. 

At the temperature Tc defined by (3.1), 2J /kT - 1 = 0, 
and by Eq. (3. 20), 

(
1 3)1/3 

E1/2 ~ m J"2 
or 

(3) 1/3 
E ~ 2" m-2 / 3 • (3.21) 

E is proportional to the - 2/3 power of m. Even if 
'I7(l)/m - 6/m7r2 = 0, these results are not changed. 

On the other hand, if 2J /kT - 1 » m-2/3 then this 
term becomes the Significant one in (3. 20). In this case 
E will be much smaller than m-2/ 3 and an approximate 
value for the saddle point can be obtained directly from 
the saddle point equation (3. 19) by dropping the 3/2 
power of E from the equation. This term is negligible in 
this case. 

The approximation yields 

(3.22) 

which shows that E is proportional to m-2 • 

These results, that E ~ m-2 / 3 at the critical temper­
ature and E ~ m-2 sufficiently below the critical temper­
ature, were previously obtained by Strecker. 7 In his 
paper, it was shown that £ ~ ,,2/3 at the critical temper­
ature and E ~ ,,2 below the critical temperature (where 
1/" corresponds to m in the present paper) but the 
means'by which the exponent changed from 2/3 to 2 could 
not be obtained. Equation (3. 20) shows how this trans­
formation takes place in terms of m. 
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To summarize: The width of the m-2/ 3 behavior of E 

can be estimated from (3.20). E will go like m- 2 / 3 as 
long as the term containing 2J/kT - 1 is very close to 
zero. If 2J/kT - 1 becomes of order m- 2/ 3 , then the 
cube of this term compares favorably with the term 
3/8m2 inside the square root. If 2J/kT - 1 increases 
beyond this point, then this term becomes the largest 
one and the exponent of m moves toward 2. The width 
of the m- 2 / 3 behavior is therefore the range of tem­
peratures for which 2J / kT - 1.$. m - 2/3. 

The thermodynamic functions can now be computed 
using the various approximations for the saddle point in 
the different temperature regions. Care must be exer­
cised in using these approximations so that one does not 
go beyond their domain of validity. The procedure is 
relatively straightforward. We can use the approxima­
tion (3.10) in (2.22) to obtain 

U = tkT-J(kT/2J + C) =- CJ 

for T » T'. This shows that our assumption that C is 
constant in (3.10) is incorrect. It actually approaches 
o as T ~ ell. This is true because when the spins are 
completely randomized at high temperatures, the energy 
per spin will be zero. 

For T « Tc ' we would use (3.22) in (2. 22) and obtain 

U = tkT-J [1 + (3/2m2)(2J/kT-l)-2] 

= tkT - J + orders (l/m 2). 

This actually holds up to a temperature very close to 
Tc when m is large. Similar considerations for other 
temperature ranges shows that the energy in the limit as 
m ~ ell is 

\

t kT - J , 
u= 

0, 
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The specific heat for this limit is 

The discontinuity in the specific heat occurs at the 
transition temperature Tc. 

4. CONCLUSION 

The spherical model of a one-dimensional spin system 
with a square well interaction clearly shows a phase 
transition. The behavior of the saddle point as a function 
of the interaction range m is very similar to the saddle 
point behavior in the models of Strecker and Gersch. 
These behaviors are € ~ m-2 / 3 at Tc and € ~ m-2 for 
T« Tc' The change from m-2 / 3 to m-2 could not be 
observed in the models of Strecker and Gersch. In the 
present model, an expression is obtained which shows 
this transition. 

APPENDIX A: THE SADDLE POINT EQUATION 

In this appendix we approximate the function 

f'(z) = - 1, dw Z - - I:; cosjw 1 " [ 1 m J- 1 

'IT 0 mj=l 
(A1) 

defined for all real Z > 1 and derive some elementary 
properties of the saddle point which is the solution of 

f'(zs) = ~ 1," dw (Zs _.1 I; COSjw\ -1 2J 
'IT 0 m j=1 ) - kT ' 

(A2) 

which is equation (2.16) with ~1 = 2J. 

First of all, the saddle point is a monotone increasing 
function of the temperature. This is seen by differentia­
ting both sides of (A2) with respect to T and solving the 
resulting equation for dzjdT. 

_8 = __ _ 1 dw Zs - - I:; cosjw • dz 2J 1 "( 1 m )-2 
dT kT2 'IT 0 m j=l 

(A3) 

Since Zs > 1, the right Side is positive. We will show 
shortly that the integral (A1) increases without bound as 
z --) 1+ (z --) 1 and z > 1). Also, the right side of the 
saddle point equation (A2) blows up as T approaches 
absolute zero. From the comments in this paragraph we 
then see that as the temperature rises from absolute 
zero, the saddle point, zs' increases monotonically from 
the value 1. 

For z much greater than 1, the function f' (z) appro­
aches the function liz. In fact, from (A1) we have 

1- 1, dw z - - I:; cosjw - -1 " ( 1 m )-1 1 1 
'IT 0 m j= 1 Z 

= - 1 dw 1 - - I:; cosjw - 1 1 1 I "{( 1 m )-1} 
'lTZ 0 mz j=l 

< - dw - 1 = - - 1 , 1 1" [1 J 1 (1 ) 
'lTZ 0 1 - liz z 1 - liz 

where we have used the fact that 

1 m 
- I:; cosjw ~ 1. 
m j=l 

(A4) 

(A5) 

Equation (A4) places an upper limit on the difference 
betweenf'(z) and l/z. It is valid for any z > 1 and shows 
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that as z --) 1,f'(z) doesn't blow up faster than 1/(z - 1). 
For z » 1, (A4) shows that the difference betweenf'(z) 
and liz is less than a quantity of order 1/z2. 

We will be primarily interested in the behavior of f' (z) 
in the neighborhood of z = 1. This is because for m 
large,f'(z) approaches liz very closely when z is only a 
small distance from 1. The unboundedness of f' (z) as 
z --) 1 is squeezed into a very narrow band about z = 1 
as m --) co. This behavior, as we shall see, is responsible 
for the phase transition in the limit as m --) co. This type 
of result has already been obtained by Strecker. 7 To 
simplify the determination of f' (z) in the neighborhood of 
z = 1, we will define 

fl(z) = -1 dw z - -I:; cosjw 
1 "/m ( 1 m )-1 
'IT 0 mj=l 

(A6) 

and 

fz'(Z) = -1 dw z - - I:; cosjw 1" ( 1 m )-1 
'IT "/m m j=l 

(A7) 

Then 

f'(z) =j]'(z) + fz(z). (AS) 

First consider .f{ (z). In the interval [0, 'IT 1m] we will 
represent 11m I:;j'=l cosjw by a power series, 

1 m 1 m 00 (. )2K 00 

- I:; cosjw = - I:; I:; (- l)K ~ = I:; (- l)KAK 
mj=l mj=lK=O (2K)! K=O 

(A9) 
where 

1 2K m AK = __ w __ I:; pK. 
m (2K)! j=l 

For each k,AK > 0, 1/mI:;j!1 cosjw is represented 
by an alternating series. 

For 1 ~j ~ m we havep(K+l) ~ m 2j2K. Therefore, 

m m 
I:; P(K+1) < m2I:; j2K 
j= 1 j= 1 

or 
m m 
I:; P(K+l) II:; pK < m 2• 
j=l j=l 

With this result we see that 

A 1 W2(K+1) m /1 W2K m 
K+1 = _ I:;P(K+1) ___ I:;j2K 

AK m [2(K + 1)]! j=l m (2K)! j=l 

m 2w2 'lT2 
< < -----<1. 

(2K + 2)(2K + 1) (2K + 2)(2K + 1) 

Then (l/m)I:;/~\ cosjw is represented by an alternat­
ing series, the magnitude of whose terms is decreasing. 
On account of this, it is bounded above and below by any 
two consecutive terms in the power series. 

In particular, 

1 m 
1- aw2 ~ -I:; cosju: ~ 1 - aw2 + {3w 4 

m j=l 

a = ~ (m 2 +!m +~) 
6 \ 2 2' 

(A10) 
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With the bounds (AI0) we can deduce 

1 J.lflm 1 - dw----~---
1T 0 Z - 1 + awz 

::osfi.(z)::os 1 J,,,lmdw 1 
l' 0 z - 1 + awZ - f3w4 

By integrating we get 

[l/1TJa(z - 1)] tan-1[wv'a/(z - 1)] 181m 

::osfi'(z)::os {1T[a Z + 4f3(z -1)]1/2}-1 

x [ { 0 [~ + (;: + z ; 1 r 1/ZJ lIZ} 

x In -- + -+ --- + w 
({[

a (az Z-1)1/ZJ1/Z } 
2f3 4f32 f3 

X --+ -+-- -w~ {[
a ( a Z z - 1)112] 1/2 )] 
2f3 4(32 f3 f 

+ {l/[ (;22 + z; 1) 1/2 - :f3] 1/2} 

-l{ /[( a
2 

Z-1)1/2 aJ
1
/
2
}] x tan w --+-- --

4f32 f3 2{3 

and after inserting the limits of integration and re­
arranging, 

(All) 

~ {7f[a(z: 1)]1/2 tan-
1
[:(z ~ iY/2J} ::osf{(z)::os ~ 

x [ m (:ir /2 
1T(1 + 4f3(:Z- 1)r/2J 

x [{1 [(1 + 4{3(:; 1») 1/2 -lr
/2 

x tan-1{~ (~) 1/2 [( 1 + 4f3(:; 1»)112 -lJ 1/2} 

x {l/2 (1 +( 1 + 4{3(Za-; 1») 1/2 1/2 

X In({(~rI2[1 +( 1 + 4{3(:; 1)Y12r
/2 

+ ~} 

x { (:i) 1/2[1 +( 1 + 4f3~2-1»)1/2J 1/2 - ~})J 
(A12) 

Consider the expression 

(A13) 

For any given value of m, this expression attains its 
maximum value at z == 1 (the maximum value for the 
allowed values of z, namely, z 2: 1.). Since for large m, 
a is approximately im 2 and f3 is approximately 
(1/120)m 4 , then (AI3) is approximately 
-IIB75 (7Tv'! + (675)(z - 1)t1. We can bound 
(A13) independently of m. 

The same type of considerations apply to both the 
argument and coefficient in front of the logarithm term 
on the right side of (AI2). The argument of the logarithm 
term is also bounded away from zero independent of m. 
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Next consider the arctangent term on the right side of 
(A12), 

[~ + 4{3(: -; 1») 1/2 _ 11-1/2 

x tan-1 {~(~Y/n (1 + 4
f3
(:; 1») 1/2 - IJ 1/2}. 

(AI4) 

It is easy to see that for zoe. 1, (A14) may be bounded by 
a quantity depending on Z but independent of m. If we 
multiply (A14) by (A13) and retain just the leading terms 
for Z - 1 « 1, we have 

[Eq. (A13)][Eq. (A14)] ~ m tan-l[!!..(~)1/2J, 
1T[a(z - 1)]1/2 m z - 1 

z-l«1. 

By comparing this with Eq. (A12) and using the com­
ments following (A13), we see that 

f{(z) == 1 tan-1[!!..(~)1/ZJ+1.1] (z) 
1T[a(z - 1)]1/2 m z - 1 m 1 

(A15) 

where 1]1 (z) is a function of z and m that can be bounded 
independent of m. 

Next consider fz'(z). In the interval [1T/m,1T] we will 
use the trigonometric identity 

1~ . 1~( .... ) --u cosJw == - u e'}W + e-'}W 
m j=l 2m j=l 

1 t. 1 - eimw 
. 1 - e- imw

] == - e.w----+ e-·w -----
2m 1 - eiw 1 - e- iw 

_ sin(m + ~)w 1 
- 2m sin(w/2) 2m (A16) 

Since 

2x/7T ::os sinx ::os x for 0 ::os x ::os 1T/2, (A17) 

then 

sin(m + ~)w __ 1_ < 1 ::os ___ 1 __ _ 
2m sin(w/2) 2m 2m sin(w/2) 2m (2/1T)(W/2) 

<: 1 _~ 
- 2m (2/1T)(1T/2m) - 2' 

Since z > 1, there will be no singularity in the inte­
grand of. f2(z). From (A7) and (A16) we have 

f 2(z) == ~ 1" dw (z + _1 __ sin(m + ~)w \-1 
1T ,,1m 2m 2m sin(w/2») 

1 1 
1T (z + 1/2m) 

x f." dw [sin(w/2)/ fsin(w/2) - sin(m + -!)w)J 
,,1m ~ 2mz + 1 

== 1 - l/m + 1 1 
z + 1/2m 1T(Z + 1/2m (2mz + 1) 

xl" dw fsin(m + ~)w !fSin(W/2) _ sin(m + ~)w) 
Iflm L \ 2mz + 1 

(AIS) 
A very important result is that this last integral is ~ 

function of z and m that is bounded independent of m. 
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The proof is involved and will be carried out in a 
separate appendix (see Appendix C). Equation (A18) then 
shows that 

1 '112 (z) 
f2 (z) == - + -- , 

z m 
(A19) 

where '112 (z) is a function of z and m that is bounded in­
dependent of m. 

By combining (A15) and (A19) we see that 

f'(z) == 1 tan-1 [~(~) 1/2J + l + 'I1(z) , 
7T[a(z - 1»)1/2 m It. - 1 Z m 

(A20) 
where 'I1(z) is a regular function of z and m is a neigh­
borhood of the real line greater than 1 and is bounded 
independent of m. From the paragraph following (A5) we 
see that 

I 1 1[7T( a )1/2J 
7T[a(z - 1)]1/2 tan- m z - 1 

1 I 1 + -'I1(z) <-
m z2 

for z »1. (A21) 

APPENDIX B: THE FUNCTION f(z) 

Herein, we will develop the function 

fez) == -1 dw In z - - ~ cosjw 1 1T [1 m j 
7T 0 mj=1 

(Bl) 

defined for all real z > 1. Some of the properties of f(z) 
will also be derived. 

For z» l,J(z) asymptotically approaches In z. We 
have that 

-1 dw In z - - ~ cosjw - lnz I /
1 1r [ 1 m ~ 
7T 0 m j= 1 

1 1r [ 1 m JI == -. 11 dw In 1 - -~ cosjw 
7T 0 mZj=1 

< ~ I ~ 1T dw In [1 -;J I == - In [1 - ; l (B2) 

Equation (B2) shows that for large z,f(z) can differ 
from lnz by a quantity at most of magnitude liz since 
In(l + x) ~ x when Ix 1« 1. Equation (B2) provides a 
bound for f(z) that is independent of m for all real z > 1. 
For z ~ 1, however, this bound is bad since fez) may have 
a logarithmic singularity at z = 1. 

To determine the behavior of fez) in the neighborhood 
of z = 1 we follow the following route. Define the func­
tions 

f 1(z) == -1 dw In z - - 6 cosjw 1 1rlm [ 1 m J 
7T 0 m j=1 

(B3) 

and 

f2 (z) == - l/dw In z - - 2] 1 1T [ 1 m 

7T 1f m m j=1 cosjw] • (B4) 

Consider f 1 (z) first. In this interval we will use the 
bounds (AI0) to obtain 

l11r/m 
- dw In[z - 1 + aw2 - t3w4] 
7T 0 

11 1rlm 
:S f 1(z) :s - dw In[z - 1 + aw2]. 

7T 0 
(B5) 
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After integrating, (B5) becomes 

-1nJ3+- wln--+-w-w 1 1 [ (Z-l a 2 4) 
m 7T 13 13 

+ [(~ + z - 1) 1/2 _ !!:.-..J1/ 2 
413 2 13 213 

-1 { 1[( a 2 
z - 1)1/2 aJ1/2} x tan w -+-- --

4132 13 213 

[ 
a ~a2 z -1) 1/2J1/2 + - -+--

213 413 2 13 

({[a (a 2 z - 1) 1/2J 1/2 }/ xin -+ -+-- +w 
213 413 2 13 

{[
a (a 2 z - 1 )1/2J 112 }) J j1flm x -+ -+-- -w -4w 
213 413 2 13 0 

1 1 { ( z - 1~ 
$ f 1(z) $ m Ina +;- W In w2 + -a-) 

+ 2 -- tan-1 w -- - 2w ( 
(

z - 1\)112 [( a )1/2J .1 i"lm 
a z-l , 0 

and after substituting in the limits of integration this 
Simplifies to 

- In z -1 + a- - 13-1 [ ( 7T
2 

7T
4

) 
m m 2 m 4 

2m ( a) 1/2 [( 4t3(z - 1»)1/2 J 1/2 +-- 1+ -1 
7T 213 a 2 

-1) (2t3~1/21 [( 4t3(z - 1»)1/2 ]1/2} xtan )7T - m 1+ -1 
~ (1 a 2 

x In ({(;~r/2[ 1 + ( 1 + 4t3(:; l)y/2y/2 + ; }/ 

x {(;iy/2[1 + (1 + 413(:; 1)y/2y/2 - ~}) - 4J 

$f1(z) $ ~ {In(z - 1 + a =2) + 21Tm(z:: 1) 1/2 

(B6) 

Both the upper and lower bounds of f(z) in (All) con­
tain a singularity at z == 1. This singularity occurs in 
the argument of the arctangent function on both sides 
though and since tan-1x ~ 7T/2 as x ~ Cl), this singularity 
poses no problem. Remembering that a is of order m 2 

and 13 is of order m4, we see from (B6) thatf1(z) is of 
the form 

(B7) 

where ~ 1 (z) is a function of z and m that can be bounded 
independent of m. 

Next consider f 2 (z). By using (A16) in (B4) we have 
the following equation: 
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f (z) = ~ fr dw In (z + _1 __ sin(m + !)w) 
2 1T "/m \ 2m 2m sin(w/2) 

= ~- ~) In[Z + 2~J 
+ ~ 1." dw In (1 _ sin(m + !)w ) 

1T ,,/m (2mz + 1) sin(w/2) • 
(B8) 

By the use of (A17), the last integral can be estimated. 
We shall define this last integral as K(z). Then 

IK(z)1 <;1 J"~mdw In{l- [02mz + 1)(;) (i)]} I 
=;I[(i- 2(2m; + 1») In(i- 2(2m: + 1») 

(
w 1T \ w w w] I "/m I 

- "2 - (2 mz + 1») -"2 In"2 +"2 0 

I( 1) ( 1) - 1- In 1-----
2mz + 1 2mz + 1 

-1.(1- m )In(l- m) 
m \ 2 mz + 1 2 mz + 1 

1 I - lnm • 
2mz + 1 

(BS) 

The term with the largest magnitude in this expression 
is the last one. But 

__ 1=-_ lnm < 1. In m 
2mz + 1 m 

since z ;;. 1 and this approaches zero as m ---) C() almost 
as fast as l/m. Equation (BS) can clearly be bounded 
independent of m and (B8) can be written in the form 

f 2(z) = lnz + (Inm/mg2(z), z;;.l (BID) 

in which ~2(Z) is a function of z and m that can be bound­
ed independent of m. 

Equations (B7) and (BID) combine to give 

fez) = lnz + (lnm/m)~(z). (Bll) 

~ (z) is a function of z and m and is bounded independent 
of m. Equations (B2) and (Bll) together show that 
(lnm/m)~ (z) ...... D at least as fast as l/z as z ...... "". 

APPENDIX C 

Proof that 

J == ~ f "; dwfsin(m + !)w] fSin~ - sin(m + t)w ] -1 (Cl) 
2 "m L L 2 2 mz + 1 

is bounded. This is the definition of J. This function 
arises from Eq. (AlB). 

We are concerned about the magnitude of the integrand 

1816 

since at the lower limit, w = 1T/m, the denominator take 
the value 

sin..?!:. _ sin(m + !)(1T/m) = sin~ + sin(1T/2m) 
m 2mz + 1 2m 2mz + 1 

-~[1+ 1 J - 2m 2mz + 1 • 

We want to assure ourselves that the integral does not 
make any contribution of order m. 

First make the change of variable w = 2x. Then J be­
comes, 

J = 1."/2 dx [sin(2m + l)X] [SinX - sin(2m + l)X] 
,,/2m 2mz + 1 

(C2) 
Define the positive term sequence Aq by 

A = Ilq+J)"/(2m+l)dX fSin(2m + 1)X] fsinX sin(2m +l)X] -1/, 
q q1f/(2m+l) L [2mz + 1 

q=1,2, ... ,m. (C3) 

Then (C 1) is equal to 
m 

J = E (- l)qAq + C1 + Cm , 
q=1 

(C4) 

where 

1"/2m 
C ==- dx 

1 ,,/(2m+1) 

X [Sin(2 m + 1)x1 [Sin X _ sin(2m + l)X] -1 , J 2mz + 1 

_ 1[(m+lh/(2m+ 1)] 
C =- dx 

m 1f/2 

X fSin(2m + l)X] [SinX- sin(2m + l)X]-I. L 2mz + 1 

By letting x = [1T/(2m + 1)] + E we can easily estimate 
C l' For Cm , the change of variable 1T /2 + E is useful. 
We obtain 

Cl~_1T_(l-lnz) 
(2m)2 ' 

(C5) 

From (C4) and (C5) we see that the convergence of the 
integral in (Cl) depends on the convergence of the series 

m 
Sm = L; (- l)qAq • 

q=1 
(C6) 

The first terms of the series are the largest since the 
denominator in the integral is the largest. Consequently 
we will have to show that their sum is bounded. What is 
meant by first terms will be made precise. 

From (C3) we can write 

A = dx sm(2m + l)x] smx - + dx 
1 
J [(q+l/3)/(2m+l)l1f [[. ( . sin(2m + l)X)-I] I I J,[(q+2/3)/(2m+l)J1f 

q qlr/(2m+l) 2mz + 1 (q+1/3)/(2m+l)]1f 

X~Sin(2m + l)x] (SinX- Si~~; : ll)xyl] 1 + IJ(~:;~~~:~~:)~"dX [[Sin(2m + l)x] (sinx - S~(!; : 1
1

)X yl] r, (C7) 
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I J [(q+1/3)/(2m+1)jlT dx[/sin(2m + 1)x\ (Sin qrr - 1 )-1J I 
qlT/(2m+1) '\ ~ 2m + 1 2mz + 1 

+ I J.[(q+2/3)/(2m+1)llTdx [/Sin(2m + 1») (Sin q + t rr - __ 1_)-1J I 
[(q+1!3)/(2m+1)jlT ~ ) 2m + 1 2mz + 1 

+ dx sin 2m + 1 x sin rr -I 
[(q+1)/(2m+1)llT [~ ) ( q + % 1 )-1J I 

J[(q+2/3)/(2m+1)]lT ( ) 2m + 1 2mz + 1 

& 1 S[l/sin~qrr­
... 2m + 1 t 2 \ 2m + 1 

+ sin q 3 rr- + - sin 3 rr---"'--1 )-1J ~( + .! 1 ~-1J [1 ( q + ~ 1 )-1J} 
2mz + 1 2m + 1 2mz + 122m + 1 2mz + 1 

= 1 (2m + 1) sin qrr - f3 + 2 (2m + 1) sin q + 3 rr - f3 + (2m + 1) sin q 3 rr - f3 [( )-1 ( .! )-1 ( + ~ )-1J 
2 2m + 1 2m + 1 2m + 1 

where f3 = (2m + 1)/(2mz + 1). f3 is less than or equal 
to 1 for all real z e:: 1. 

If we use 

+.! sin q 3 rr 
2m + 1 

= sin qrr 
2m + 1 

trr cos-"-----
2m + 1 

+ cos qrr 
2m + 1 

qrr .!3 rr q rr 
~ sin + cos , 

2m + 1 2m + 1 2m + 1 

trr sin-"---
2m + 1 

q + 2 rr ~3rr qrr sin ---L rr ~ sin q + -"--- cos 
2m + 1 2m + 1 2m + 1 2m + 1 

(C8) 

in (C8), we have 

1 1(2m + 1) sin qrr _ f3\-1 
2 t 2m + 1 'J 

+ 2 [(2m + 1) sin qrr _ (f3 _ !!... cos qrr )r1 
2m + 132m + 1 IJ 

+ [(2m + 1) sin qrr _ (f3 _ 211" cos qrr )~ -1 } 

2m + 132m + 1 ~ 

> A q • (C9) 

We will call the left-hand side of this expression Uq • 

The error introduced into the denominators in (C9) by the approximations 

. trr ~ trr 
SID---- = -"---

2m + 1 2m + l' 
h jrr sin - -"--"--

2m + 1 2m + l' 
.!11" 

cos 3 ~ 1 
2m + 1 ' 

~rr 
cos 3 ~ 1 

2m + 1 ' 

is of order (1/m)3 in the first case and of order (1/m)2 in the second case. 

From Eq. (C7) we can proceed in the opposite direction as (C8) and obtain 

We can perform a series of steps analogous to those 
leading to (C9) to obtain 

A > 1 { [(2 m + 1) sin q + 1 11" 
q 2 2m + 1 

+ (f3 - % rr cos q + 1 1I")J-1 
2m + 1 

+2[(2m+1)Sin q + 111"+ (f3- t 1l" cos q + 1 rr)J-1 
2m + 1 2m + 1 

+ (2 m + 1) sin q rr + {3 = Lq ( + 1 )-1} 
2m + 1 

(C10) 

Equations (C9).and (C10) give upper and lower bounds 
for A q • We wish to find for which values of q, if any, the 
upper bound on the (q + 1 )th term is smaller than the 
qth term. The series formed by a sum over this set of 
q's then forms an alternating series with the magnitude 
of each term decreasing. In symbols, we wish to find a 
range of q' s satisfying 
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Uq+1 < Lq 

or (by introducing 1/1 = rr 
2m + 1 

1 ( 1 
2 (2m + 1) sin(q + 1)1/1- {3 

+ 2 
(2m + 1) sin(q + 1)1/1- [f3 - trr cos(q + 1)1/1] 

+ 1 ) 
(2m + 1) sin(q + 1)1/1- (f3 - trr cos(q + 1)1/1 

<1( 1 
2 (2m + 1) sin(q + 1)1/1 + [f3 - %rr cos(q + 1)1/1 

+ 2 

(2m + 1) sin(q + 1)1/1 + [f3 - trr cos(q + 1)1/1] 

+ 1 ) 
(2m + 1) sin(q + 1)1/1 + f3 
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or upon rearranging and collecting terms 

C2m + 1) Sin~q + 1)1P - f3 - (2m + 1) Sin~q + 1)1P + f3) 

< ( 1 
(2m + 1) sin(q + 1)1P + [f3 - t1T cos(q + 1)1T] 

- (2m + 1) sin(q + 1)1P ~ [f3 - t1T cos(q + 1)1P]) 

+ 2( 1 
(2m + 1) sin(q + 1)1P + (f3 - t1T cos(q + 1)1P) 

- (2m + 1) sin(q + 1)1P ~ [f3 - t1T cos(q + 1)1P])' 

A simple calculation then gives 

2f3 
(2m + 1)2 sin2(q + 1)1P - f32 

< 2[%1T cos(q + 1)1P - f3] 

(2m + 1)2 sin2(q + 1)1P - [f3 - %1T cos(q + 1)1P]2 

2[t1T cos(q + 1)1P - f3] 
+ 2 • 

(2m + 1)2 sin2(q + 1)1P - [f3 - t1T cos(q + 1)1P]2 

This equation will be satisfied if the following two 
conditions are simultaneously satisfied: 

2{3 

(2m + 1)2 sin2(q + 1)1P-f32 

< 2[%1Tcos(q+1)1P-f3] 

(2m + 1)2 sin2(q + 1)1P - [%1T cos(q + 1)1P - f3]2 

and 
2[t 1T cos(q + 1)1P - f3] 

2 > o. 
(2m + 1)2 sin2(q + 1)1P - [t1T cos(q + 1)1P - f3]2 

The first is satisfied if 2f3 < 2[%1T cos(q + 1)1P - tl] 

or f3 < tw cos(q + 1) 1P. 

The second is satisfied by the same condition. Since 
f3 ~ 1, then if t 1T cos(q + 1) 1P > 1, the condition will 
always be satisfied irregardless of the value of z. 

The condition 

cos[(q + 1)/(2m + 1)]1T> 1T/3 

implies that the argument of the cosine will be less than 
about.30. 

or 

[(q + 1)/(2m + 1)]1T.s: .30 

q:S .19m. 

This is a Significant portion of the terms of the series. 

From previous remarks we see that 
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.19m 

- A1 < z:; < - A1 + A2 < O. 
q=l 

From (C9) we have that 

-l{(2m + 1) sin 1T _ tl
y1 

2 2m + 1 '} 
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+ 2 [ (2m + 1) sin 1T - (tl - ~ cos 1T )]-1 
2m + 132m + 1 

+ [ (2m + 1) sin 1T _ (f3 _ 21T cos 1T )r1} 
2m + 132m + 1 'J 

~_.!.{_1_+ ___ 2 __ + 1 } <-A 
2 1T - tl (41T /3) - tl (51T /3) - f3 . 1· 

This is bounded irrespective of m even when f3 attains 
its maximum value 1. 

The rest of the terms in the sum (C6) are represented 
by the integral from about x = .30 on up to x = 1T/2. It 
is easy to show that this integral is bounded for all m 
since 

11"12 dx [[ sin(2m + l)x] (Sin x _ sin(2m + l)X)-l] 
.3 2mz + 1 

< sine. 3) - --- J dx ( 
1 )-1 11/2 

2mz + 1 .3 

~ [~(sin(.3) - 1 )-lJ. 
2 2m + 1 

Therefore, the integral (C1) has a magnitude on the 
order of m O = 1 and can be bounded independent of m. 
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Erratum: Two-magnon bound states in Heisenberg ferromagnets 
[J. Math. Phys. 14, 1837 (1973)] 

A. W. Saenz and W. W. Zachary 

Naval Research Laboratory. Washington. D.C. 20375 
(Received 24 May 1974) 

We wish to correct a number of typographical errors 
which appeared in the above paper. 

(1) In the ninth line of the second paragraph of the 
first column on p. 1837, Silbergliti should read 
Silberglitt. 

(2) A negative sign should be inserted in front of the 
first term on the right side of Eq. (2.1). 

(3) In the third line following the definition of the set 
PH in the second column on p. 1838, the expression 
A + 21TX(Y) should read y+ 21TX(Y). 

(4) In the fourth line following Eq. (2.8) the comma 
should be deleted from the expression ZH' (r). 

(5) In Eq. (2.14) the argument of the first cosine 
factor should read ir·R,. 

(6) In the fourth line following Eq. (2.16) the negative 
sign should be replaced by an equality sign. 

(7) In the first term on the right side of Eq. (2. 21) ~' 
should have a zero subscript. 

(8) The second line of Eq. (2.22) should read 

~;=- V2 1jcos(ir· R j ) ~o+ ~l' 

(9) In the seventh line of the statement of Property (1) 
in the second column of p. 1840, the symbol Emax(ro) 
should read E~~ (r 0)' 

(10) In Eq. (2.26) the symbol Jft' should be replaced 
by $. 

(11) In Eq. (2.30) the upper limit of the summation 
in the denominator should read n instead of u. 

(12) In Eq. (2.34) the lower limit of the summation in 
the denominator should read l instead of i. 

(13) In the second line of the last paragraph in the 
second column on p. 1842, the first "of" should read 
"or" . 

(14) The equation appearing in the fourth line follow­
ing Eq. (2.40) should read 

K(E, r) I/J,.. (E, r)=k,.. (E, r) I/J,.. (E, r). 

(15) In the statement of Theorem 2.1 on p. 1843, the 
reference to Eq. (2.25) should refer instead to 
Eq. (2.15). 

(16) The inequality following the reference to Jensen's 
inequality on p. 1844 should read 

[TrK·(Eo,ro)]P'·= (~k""(Eo,ro») pl. '" 'to jk/(Eo,ro)j. 

(17) The exponents p/q occurring in the proof of 
Theorem 3.5 should be p - q. 

(18) The summation in Eq. (3.10) should have n as an 
upper limit. 

(19) In the last line of the second column on p. 1847 
the inequality should read 

TrJ(l(r) > TrJ(2(r). 
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